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Abstract

Machine learning and artificial intelligence are in-
creasingly deployed in critical societal functions
such as finance, media and healthcare. Along
with their deployment come increasing reports
of their failure when viewed through the lens of
ethical principles such as fairness, democracy and
equal opportunity. As a result, research into fair
algorithms and mitigation of bias in data and al-
gorithms, has surged in recent years. However,
while it might seem clear what fairness entails,
and how to achieve it, in some applications, estab-
lished concepts do not translate directly to other
domains. In this work, we consider healthcare
specifically, illustrating limitations and challenges
of fair models within medical applications and
give recommendations for the development of Al
in healthcare.

1. Introduction

Including measures of fairness and bias in one’s algorithm
assessment is a rising trend in the field of machine learn-
ing and artificial intelligence. While the need for a closer
look at the process of developing specifically medical Al is
widely acknowledged (7), the discussions take place on a
stakeholder level and are often removed from the experience
and working level of the machine learning developer. To
mitigate this and to highlight the issues on a different level,
we investigate the origin of human- and machine bias in
healthcare via two cases and analyze the degree to which
we might realistically be able to remove this bias. Based on
this analysis, we discuss ethical consequences of these limi-
tations, leading to a set of recommendations for minimizing
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bias and promoting fairness in medical Al

2. Case discussions

In the two cases discussed below, bias has different sources,
and we first discuss the technical implications of different
types of bias and the corresponding limitations in the poten-
tial for fair medical Al Following the technical discussion,
we revisit the issue on a higher level from an ethical and
societal point of view.

Case A: Gender bias in diagnostic AI Training algo-
rithms on different subgroups can reveal classification im-
balances. A recent paper (4) studied the effect of training
set imbalance in image-based computer aided diagnosis.
The authors studied diagnoses of 12 different thoracic dis-
eases based on chest X-ray using a state-of-the-art classifier,
and using training sets with a gender balance of 0/100%,
25/75%, 50/50%, 75/25% and 100/0% women/men, respec-
tively. As expected, diagnostic Al performed better on
women when it was specialized to diagnose women, and
vice versa. However, for some diseases — pneumothorax
being an example — the diagnostic Al specialized to diag-
nose women was actually better at diagnosing men, than
at diagnosing women. Replacing some of the training set
females with males emphasized this difference, but the fact
remained: The best-performing algorithm for women was
better at diagnosing men than women. And at the same time
this was the worst-performing algorithm for men.

From the machine learner’s point of view, this is a frustrating
result: In many applications, it is fully feasible to ensure
balance between sensitive groups in a training set, but here
balancing the training set was insufficient to obtain equal
performance — the classification problem appears to be more
challenging for one group than for another. In the case of
chest imaging, this has a plausible biological explanation: In
x-ray imaging of the upper thorax women'’s breasts occlude
the imaged organs, resulting in poorer image contrast for
the relevant anatomy.

Case B: Gender differences in diagnosis of depression
A correct diagnosis can only be made if the patient actu-
ally seeks treatment, and existing societal biases in access
to and trust in healthcare can lead to biases in medical Al
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trained on previous diagnoses. One study (6) reports that
men’s answers to diagnostic questionnaires for depression
differ depending on whether or not they expect having to
endure significant treatment following a potential diagno-
sis. A similar pattern was not found among women. This
indicates that men with depression might be less prone to
seek treatment than women, causing false negative labels
in a potential training set. Another study (5) shows that
the prevalence of depression among men changes when the
diagnostic criteria also include aggressive symptoms. This
indicates that the features used for diagnosing depression
might be more informative for women than for men. Both of
these problems would likely contribute to under-diagnosis
of men in a diagnostic Al trained on existing diagnoses and
seem to have their origin in socio-cultural biases.

3. Extrapolating from cases to the underlying
machine learning challenges

The standard workflow of a machine learning expert who
gets involved in a medical Al problem is described in Fig. 1.
Usually the problem is defined by clinical practitioners and
the data to build the medical Al algorithm is also collected
by clinical stakeholders. The machine learner’s playground
then consists of the data, e.g. features and labels, on whose
basis a predictive algorithm is developed. The algorithm as
well as its predictions are then reported back to the clinical
stakeholders and often the clinical interpretation as well as
use of the knowledge derived from the predictor, such as
relevant features, are also again interpreted by clinicians.
Keeping our workflow shown in Fig. 1 as well as the two
case examples in mind, we observe different potential issues
in the use of medical Al

Imbalanced training data Imbalanced training sets are
an obvious source of bias in predictive models. While this
can be alleviated by providing balanced training data sets,
this requires access to sufficiently large and diverse numbers
of samples from every group, which can be unfeasible in
medicine. In cases where we lack data from given groups,
transfer learning or data augmentation may help even out
the bias, although these methods assume a similar variation
across groups.

Different feature distributions However, as illustrated
above, there are also causes of bias that are much harder
to alleviate. In the image-based diagnosis example, we see
that the diagnostic features (the image) are simply more
informative for one group (men) than for the other (women).
The same holds in the case of depression if the diagnostic
criteria should be broader than presently in order to be
effective for the under-represented group (men). In machine
learning terms, this translates to having different feature
distributions for the two groups, where the diagnostic task

is simply easier for one group than for the other given the
same features.

Different levels of label noise Another challenging cause
of bias can again be seen in the depression example, where
the self-reporting of disease is likely to be lower for group II
(men) than for group I (women). In machine learning terms,
this means that group II will have higher label noise than
group 1.

Appropriate proxy label to detect bias Adding to these
problems comes the challenging task of checking whether
one or more of these problems is present. Having different
predictive distributions for two groups is not a problem per
se — for instance, one should be making far more breast
cancer diagnoses among women than among men. Bias
consists of systematic predictive errors that are made at
different rates for one group than for another. But in order
to detect predictive error, we need access to ground truth
labels, which is impossible in cases where the diagnostic
criteria or features themselves are biased. In order to detect
such errors, we rely entirely on finding a good proxy label
for diagnosis — but this requires rethinking the whole basis
for medical diagnostics. Is the goal to produce an optimal
diagnostic accuracy? To keep the patient alive as long as
possible? Or to ensure the best possible perceived quality
of life?

4. A broader view: Ethical implications

The above technical discussion assumes that fairness re-
quires a form of classification parity across groups with
respect to a given performance measure (2) such as true
positive rate (3) or positive predictive value/precision (1).
Classification parity definitions suggest that inequality in
some aspect of diagnostic performance across groups is al-
ways unfair. The cases presented above give us reason to
consider more carefully, why inequalities are unfair.

What does it take for inequality to be unfair? How
should we respond to the fact that in some contexts the
best-performing algorithm for group I (women in Case A)
works better for group II (men in Case A), while at the same
time being the worst-performing algorithm for group II?
Should we level down and make the performance for group
IT worse to ensure equality across groups? We may find it
relevant that in this scenario, the inequality in performance
across the two groups does not appear to be a result of dis-
criminatory practices, sample bias, or measurement bias.
Rather the performance inequality is due to biological dif-
ferences between the groups. How should this fact influence
our ethical assessment of the ensuing inequality? One might
argue that if the intentions are good, and measures have
been taken to ensure equality, then the resulting model is
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Figure 1. The standard workflow of a machine learning expert who gets involved in a medical Al problem.

fair.

Conversely, one might also argue that the discrepancy is
(still) unfair because it means that group II gets better treat-
ment, more resources, and a longer and healthier life than
group I. According to this line of argument, the inequality
might require that society redirects resources towards de-
veloping better diagnostic procedures, e.g. novel imaging
techniques, for the under-performing group.

In the context of Case B, we would instead expect that when
a trained algorithm performs better for group I (women
in Case B) than for group II (men in Case B), this may
be a result of the way in which the true label has been
established for the cases in the training data. Thus in the
case of depression the diagnostic criteria may be biased in
two directions: group I may be over-diagnosed and group
I may be under-diagnosed. This may not be due to natural
differences, but to prejudices among doctors and patients,
as well as the way in which diagnostic tests are formulated.
Again, classification parity definitions of fairness (2) will
seem to require equality even when this results in levelling
down the performance for one group without improving the
performance for any group. This seems problematic in the
medical context.

These two cases leave us with a general question: Is there a
difference, ethically, between biases that have their origin in
biology as opposed to socio-cultural conditions? One could
argue that since we can actually change the socio-cultural
dimensions, their nature is fundamentally different from
that of anatomy. On the other hand, it is unlikely within the
powers of the data scientist to single-handedly change the
socio-cultural dimensions affecting a training set.

One might argue that it is just bad luck for women that they
are harder to diagnose with pneumothorax based on x-rays
using an algorithm than men (Case A). The inequality does
not amount to a fairness problem. Still, there are many cases
in which we think that we have an obligation to compensate
or try to equalize natural inequalities. Following this line of

argument, we should devote extra resources to developing
diagnostic tools for female patients that perform on par
with those for men, e.g. via improved noise modelling or
alternative imaging modalities. Still, equality may be hard
to achieve if such research leads to methods that improve
performance for women, but improve it equally or even
more for men.

In the context of the likelihood of under-diagnosis of men
with depression, the need for a change in diagnostic criteria
and socio-cultural stereotypes cannot be affected by the
machine learning developer. Therefore, in the next section
we outline our recommendations not only for the developers,
but also for the users of medical Al as well as give societal
recommendations.

5. Recommendations

Our discussion above highlights that there are no one-size-
fits-all solutions in deriving fair algorithms for medical Al
In general, care needs to be taken when assessing the per-
formance of medical Al It is important that not only the
machine learning practitioners and data analysts are aware
of the caveats of the algorithm, but that they also communi-
cate the caveats clearly to the clinicians and other clinical
stakeholders. In the end, it is the clinicians, the end users of
medical Al, who are left with the responsibility of justifying
the decisions taken with the help of the algorithms. More-
over, most of the ethical considerations and questions are of
a societal nature, addressing distribution of resources and
societal implications of bias. Decisions on this level should
not be made by Al developers alone and we advocate for a
broader discussion such as presented in (7). Nevertheless,
based on our case examples we make the following recom-
mendations on the level of developers, users, and society,
respectively.

Recommendations for developers of healthcare Al
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* Report classifier performance not only for the data set
as a whole, but also for relevant vulnerable subgroups
such as the population stratified by e.g. gender, age
and ethnicity

» Report classifier performance when trained on one and
applied on another subgroup in order to realistically
assess stability in a clinical setting

* Report, to the greatest extent possible, which features
were used by the algorithm and how (feature stability,
etc.)

* Define and describe what a false positive and false
negative means in the given clinical context

* In medical Al, the ground truth output value, such as
diagnosis, can be impossible to obtain 100% correct,
and should be considered a proxy for the wanted vari-
able. This proxy should be chosen with care and its
influence assessed.

Recommendations for users of healthcare AI

» Consider whether fairness as equality entails that an
algorithm is morally wrong all things considered, in-
cluding its utility.

* Consider whether the bias-causing features are biologi-
cal or socio-cultural in origin and whether it makes a
difference to the unfairness of the ensuing bias.

Societal recommendations

6.

 Rethink healthcare, and medical Al in particular, in the
context of resources. Are resources distributed fairly,
and to those who benefit most from them?
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