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#### Abstract

The nature of Bayesian Ying-Yang harmony learning is reexamined from an information theoretic perspective. Not only its ability for model selection and regularization is explained with new insights, but also discussions are made on its relations and differences from the studies of minimum description length (MDL), Bayesian approach, the bit-back based MDL, Akaike information criterion (AIC), maximum likelihood, information geometry, Helmholtz machines, and variational approximation. Moreover, a generalized projection geometry is introduced for further understanding such a new mechanism. Furthermore, new algorithms are also developed for implementing Gaussian factor analysis (FA) and non-Gaussian factor analysis (NFA) such that selecting appropriate factors is automatically made during parameter learning.


Index Terms-Automatic model selection, Bayesian, bit-back, Bayesian Ying-Yang (BYY) system, factor analysis, harmony learning, information theoretic, minimum description length, non-Gaussian factors, projection geometry.

## I. Introduction

THE sprit of simultaneously building up two pathways, i.e., a bottom-up pathway for encoding an observed pattern into a representation space and a top-down pathway for decoding or reconstructing a pattern from an inner representation back to a pattern in the observation space, has been widely adopted in various studies of brain theory and neural networks. Typical examples include ART theory [10], Kawato's theory on cerebellum and motor control [26], Helmholtz machines and wake-sleep learning [12], [13], [17]. Moreover, the least mean square error reconstruction (LMSER) self-organizing learning proposed in 1991 [62] is also an effort that uses a bidirectional architecture for unsupervised learning. The basic sprit of the LMSER learning has been further developed into the Bayesian Ying-Yang (BYY) harmony learning [59], which is firstly proposed in 1995 and then systematically developed in past years [45]-[50], [52].
The BYY harmony learning formulates the two pathway sprit as shown in Fig. 1. This paper considers coordinately learning two complement representations of the joint distribution $p(x, y)$

$$
\begin{equation*}
p(x, y)=p(y \mid x) p(x), \quad q(x, y)=q(x \mid y) q(y) \tag{1}
\end{equation*}
$$

[^0]basing on $p(x)$ that is estimated from a set of samples $\left\{\bar{x}_{t}\right\}_{t=1}^{N}$, while $p(y \mid x), q(x \mid y)$ and $q(y)$ are unknowns but subject to certain prespecified structural constraints. The pair forms a so called BYY system [59], in a compliment to the famous Chinese ancient Ying-Yang philosophy. Interestingly, the decomposition of $p(x, y)$ coincides the Yang concept with the visible domain by $p(x)$ regarded as a Yang space and the forward pathway by $p(y \mid x)$ as a Yang pathway. Thus, $p(x, y)$ is called Yang machine. Similarly, $q(x, y)$ is called Ying machine with the invisible domain by $q(y)$ regarded as a Ying space and the backward pathway by $q(x \mid y)$ as a Ying path.

This BYY system can lead us to a number of existing major learning models as special cases from a unified perspective, including

- those so called predictive/forward models by

$$
\begin{equation*}
p(y)=\int p(y \mid x) p(x) d x \tag{2}
\end{equation*}
$$

One major type of examples is a deterministic mapping $y=W x$ that performs either principal component analysis (PCA) for a Gaussian $y$ or independent component analysis (ICA) for a non-Gaussian $y$, through making that $p(y)$ becomes maximum entropy [7], [16] or matches the following independent density [4]:

$$
\begin{equation*}
q(y)=\prod_{j=1}^{m} q\left(y^{(j)}\right) \tag{3}
\end{equation*}
$$

- those so called generative/backward models by

$$
\begin{equation*}
q(x)=\int q(x \mid y) q(y) d y \tag{4}
\end{equation*}
$$

One type of examples corresponds to the cases with $y=$ $1, \cdots, m$ and $q(x \mid y)$ being Gaussian. In these cases, (4) is a Gaussian mixture that is either directly used for density estimation via the maximum likelihood (ML) learning with the expectation and minimization (EM) algorithm [14], [30] or further simplified into the mean square error (MSE) clustering and the elliptic clustering [48], [50], [57]. One other type corresponds to the cases with $y=$ $\left[y^{(1)}, \cdots, y^{(m)}\right]^{T}$ that satisfies (3). Typical examples are multiple cause models, Gaussian factor analysis (FA), binary FA, and non-Gaussian FA as well as their extensions [45], [49], [52], [53].

- those bidirectional models that trade off the features of the above two. One is the Helmholtz machines that is motivated by a fast approximation of the ML learning on the


Fig. 1. Bayesian Ying-Yang system.
generative model (4) via adding in a forward path $p(y \mid x)$ [12], [13], [17]. The other is the LMSER learning [62] that was experimentally found to implement ICA firstly in [25] under the name of nonlinear PCA, and was further found to actually implement a principal ICA that can be regarded as either an extension of ICA with noise or a regularized binary factor analysis [45], [48], [49], [53], [56].
Beyond all the above discussed as well as other variants of similar types, this BYY system also leads to both typical supervised learning models such as mixture-of-experts (ME) [20], [22], [23], the alternative ME model [60], radial basis function nets and extensions [45], [50], [54], three layer nets [48], [50], [54], and typical temporal models such as Kalman filter [9], [24], Hidden Markov model and extensions [33], temporal FA, temporal ICA and temporal LMSER, etc. [47], [49].

The name of BYY system not just came for the above direct analogy between (1) and the Ying-Yang concept, but also is closely related to that the principle of making learning on (1) is motivated from the well known harmony principle of the Ying-Yang philosophy, which is different both from making $p(x)$ by (4) fit a set of samples $\left\{\bar{x}_{t}\right\}_{t=1}^{N}$ under the ML principle [37] or its approximation [12], [13], [17], [38] as well as simply the least MSE criterion [62], and from making $q(y)$ by (2) satisfy certain prespecified properties such as maximum entropy or matching (3), [4], and [7]. Under this harmony principle, the Ying-Yang pair by (1) is learned coordinately such that the pair is matched in a compact way as shown in Fig. 1. In other words, the learning is made in a twofold sense that

- The difference between the two Bayesian representations in (1) should be minimized.
- The resulted entire BYY system should be of the least complexity.
Mathematically, this principle can be implemented by [48], [49], and [59]

$$
\begin{align*}
\max _{\theta, \mathbf{m}} H(\theta, \mathbf{m}), H(\theta, \mathbf{m})= & H(p \| q, \theta) \\
= & \int p(y \mid x) p(x) \ln [q(x \mid y) q(y)] \\
& \times \mu(d x) \mu(d y)-Z_{q} \tag{5}
\end{align*}
$$

where $\mu($.$) is a given measure, \theta$ consists of all the unknown parameters in $p(y \mid x), q(x \mid y)$, and $q(y)$ as well as $p(x)$ (if any), while $\mathbf{m}$ is the scale parameter of the inner representation $y$. It is simply $m$ for the case by (3). In a general case, $\mathbf{m}$ is a set
of integers that acts as different types of scale parameters. The task of determining $\theta$ is called parameter learning, and the task of selecting $\mathbf{m}$ is called model selection since a collection of specific BYY systems by (1) with different scale values corresponds to a family of specific models that share a same system configuration but in different scales.

As described in [48] and (5) introduces a new mechanism that makes model selection implemented.

- either automatically during the following parameter learning with scale parameters in $\mathbf{m}$ initialized large enough:

$$
\begin{equation*}
\max _{\theta} H(\theta), \quad H(\theta)=H(\theta, \mathbf{m})=H(p \| q, \theta) \tag{6}
\end{equation*}
$$

which makes $\theta$ take a specific value that is equivalent to make $\mathbf{m}$ reduced to an appropriate one in its effect. On a Gaussian mixture case of (4), it means that the correct number of Gaussian components or clusters is automatically determined during learning. It was firstly implemented in 1995 [59] by the so called hard-cut EM algorithm without the regularization role of $Z_{q}$. Further improvements were subsequently obtained with regularization imposed via either a $Z_{q}$ in a normalization term or a particularly designed parametric $p(y \mid x)$ [50], which leads to a nature similar to the rival penalized competitive learning (RPCL) learning [48], [50], [61]. Moreover, both the hard-cut EM and RPCL type algorithms have been developed for implementing multisets mixture learning [46] and binary FA [45].

- or after implementing parameter learning for $\theta^{*}$ at each of candidates of $\mathbf{m}$ via enumerating scale parameters in $\mathbf{m}$ incrementally to large upper bounds, we select a best $\mathbf{m}^{*}$ via the following type of model selection criteria:

$$
\begin{equation*}
\min _{\mathbf{m}} J(\mathbf{m}), J(\mathbf{m})=-H\left(\theta^{*}, \mathbf{m}\right)=-H\left(p \| q, \theta^{*}\right) \tag{7}
\end{equation*}
$$

Making model selection by (7) is necessary in the cases that (6) becomes not applicable. One case is, as to be discussed on the case by (47) in Section IV-A, that certain constraint has to be imposed on a part of $\theta$ during learning $\theta^{*}$ via (6). The other case is that $\theta^{*}$ is obtained not by (6) but by the following Kullback divergence based parameter learning:

$$
\begin{equation*}
\min _{\theta} K L(\theta)=\int p(y \mid x) p(x) \ln \frac{p(y \mid x) p(x)}{q(x \mid y) q(y)} \mu(d x) \mu(d y) \tag{8}
\end{equation*}
$$

1. Gaussian Mixture ${ }^{[46,48]} \quad \sum_{l=1}^{m} \alpha_{l} G\left(x \mid \mu_{l}, \Sigma_{l}\right), J(m)=0.5 \sum_{l=1}^{m} \alpha_{l}\left(\ln \left|\Sigma_{l}\right|+0.5 h^{2} \operatorname{Tr}\left[\Sigma_{l}^{-1}\right]\right)-\sum_{l=1}^{m} \alpha_{l} \ln \alpha_{l}, m_{\theta}=k\left(0.5 d^{2}+0.5 d+1\right)$
2. Factor Analysis ${ }^{[45,47,48,49]} q(x \mid \theta)=\int G\left(x \mid A y, \sigma^{2} I\right) q\left(y \mid \theta_{y}\right) d y, J(\mathbf{m})=J_{\mathbf{x} \mid \mathbf{y}}(\mathbf{m})+J_{\mathbf{y}}(\mathbf{m}), J_{\mathbf{x} \mid \mathbf{y}}(\mathbf{m})=0.5 d\left(\ln \sigma^{2}+\frac{h^{2}}{\sigma^{2}}\right)$

(a) $\mathrm{FA}^{[47,49]} \quad G(y \mid 0, I) \quad 0.5 m[1+\ln (2 \pi)]$
(b) $\mathrm{BFA}^{[45,47,53]} \prod_{j=1}^{m} q_{j}^{y^{(j)}}\left(1-q_{j}\right)^{1-y^{(j)}} \quad-\sum_{j=1}^{m}\left[q_{j} \ln q_{j}+\left(1-q_{j}\right) \ln \left(1-q_{j}\right)\right] \quad m d+m$
(c) IFA ${ }^{[47,49]} \quad \prod_{j=1}^{m} \sum_{i=1}^{\kappa_{j}} \beta_{j i} G\left(y^{(j)} \mid \mu_{j i}, \sigma_{j i}^{2}\right) \quad 0.5 m[1+\ln (2 \pi)]+\sum_{j=1}^{m} \sum_{i=1}^{k_{j}} \beta_{j i}\left[0.5 \ln \sigma_{j i}^{2}-\ln \beta_{j i}\right] \quad m d+3 \sum_{j=1}^{m}\left(\kappa_{j}-1\right)$
(d) $\mathrm{pTFA}^{[43,47,49]} G(y \mid B \xi, I) \quad 0.5 m[1+\ln (2 \pi)] \quad m d+m$
(e) iTFA ${ }^{[43,47,49]} G(y \mid 0, B \Lambda B+I), \quad 0.5 m[1+\ln (2 \pi)]+0.5 \sum_{j=1}^{m} \ln \left(1-b_{j}^{2}\right) \quad m d+2 m$
$B=\operatorname{diag}\left[b_{1}, \cdots, b_{m}\right]$ and $\Lambda=\operatorname{diag}\left[\lambda_{1}^{2}, \cdots, \lambda_{m}^{2}\right]$
3. RBF net ${ }^{[47,49,53]} q(z \mid x)=\sum_{l=1}^{m} p(l \mid x) G\left(z \mid A_{l} x+b_{l}, \sigma_{z}^{2} I\right), \quad J(m)=0.5 d_{z} \ln \sigma_{z}^{2}+\widetilde{J}(m)-\sum_{l=1}^{m} \alpha_{l} \ln \alpha_{l}$
(a) $p(l \mid x)=\frac{\alpha_{l} G\left(x \mid m_{l}, \Sigma_{l}\right)}{\sum_{l=1}^{m} \alpha_{l} G\left(x \mid m_{l}, \Sigma_{l}\right)}: \widetilde{J}(m)=0.5 \sum_{l=1}^{m} \alpha_{l}\left(\ln \left|\Sigma_{l}\right|+0.5 h^{2} \operatorname{Tr}\left[\Sigma_{l}^{-1}\right]\right), m_{\theta}=m\left[\operatorname{dim}\left(\Sigma_{l}\right)+d_{x}+d_{x} d_{z}+d_{z}+2\right]$
(b) $p(l \mid x)=p(l \mid x, \phi): \alpha_{l}=\frac{\sum_{t=1}^{N} p(l \mid x, \phi)}{N}$, use $\frac{\alpha_{l} G\left(x \mid m_{l}, \Sigma_{l}\right)}{\sum_{l=1}^{m} \alpha_{l} G\left(x \mid m_{l}, \Sigma_{l}\right)}$ to approximate $p(l \mid x, \phi), m_{\theta}=\operatorname{dim}(\phi)+m\left(d_{x} d_{z}+d_{z}+1\right)$
—..———..——————..........——
4. Three Layer $\mathrm{Net}^{[45,47,50,54]} q(z \mid x)=G\left(z \mid A s(W x+d)+b, \sigma_{z}^{2} I\right), \quad m_{\theta}=m\left(1+d_{x}+d_{z}\right)$
$J(m)=0.5 d_{z} \ln \sigma_{z}^{2}-\sum_{j=1}^{m}\left[q_{j} \ln q_{j}+\left(1-q_{j}\right) \ln \left(1-q_{j}\right)\right]-0.5 \ln \left|W^{T} W\right|-\frac{\sum_{t=1}^{N} \ln \left[s\left(\mathbf{w}_{j} x_{t}+d_{j}\right)\left(1-s\left(\mathbf{w}_{j} x_{t}+d_{j}\right)\right)\right]}{N}$,
$q_{j}=\frac{\sum_{t=1}^{N} s\left(\mathbf{w}_{j} x_{t}+d_{j}\right)}{N}, s(y)=\left[s\left(y^{(1)}\right), \cdots, s\left(y^{(m)}\right)\right]$ for $y=\left[y^{(1)}, \cdots, y^{(m)}\right]$ and $s(r)=\left(e^{r}-e^{-r}\right) /\left(e^{r}+e^{-r}\right)$.

Fig. 2. Typical examples of $J(\mathbf{m})$ and $m_{\theta}$, where $d, d_{z}$ are dimensions of $x, z$, and $\operatorname{dim}(\phi)$ denotes the number of free parameters in $\phi$. Each criterion, e.g., the one for IFA, is referred by the text via the notation "Eqn.2(c) in Fig. 2".
which has been systematically investigated in the early study of the BYY learning and actually shown being equivalent to the ML learning on $q(x)$ by (4) when $p(y \mid x)$ is free [59].

In the above two cases, $J(\mathbf{m})$ has a type of U -shape as to be shown later in Fig. 8. When $\theta^{*}$ is obtained via (6) without any constraints on $\theta$, it is not necessary to use (7) since $\mathbf{m}^{*}$ is determined automatically during implementing (6). Actually, $J(\mathbf{m})$ in this case will have a L-shape. As scale parameters in $\mathbf{m}$ grows, $J(\mathbf{m})$ first reaches $\mathbf{m}^{*}$ decreasingly and then remains unchanged as $\mathbf{m}$ further varies. In the cases that $N$ is very small, the model selection can be improved with $J(\mathbf{m})$ in (7) replaced by

$$
\begin{equation*}
J_{G}(\mathbf{m})=J(\mathbf{m})+\frac{m_{f}+m_{E_{X}}}{N} \tag{9}
\end{equation*}
$$

with the details refereed to (20) that will be encountered later in Section II-B. The first application of (7) was given in 1995 [59] for the number of Gaussians in a Gaussian mixture and of clusters after clustering by the K-means algorithm. Subsequently, specific criteria have been derived for various models of supervised, unsupervised, and temporal learning [45], [47]-[49], [52]. Several examples will be given in Fig. 2 in Section II-B.

The implementation of either (6) or (8) can be made by alternating the following two steps:

$$
\begin{align*}
\text { Ying-step : } & \text { fixing } p(x, y) \\
& \text { update unknowns in } q(x, y) \\
\text { Yang-step : } & \text { fixing } q(x, y) \\
& \text { update unknowns in } p(x, y) \tag{10}
\end{align*}
$$

which is called the Ying-Yang alternative procedure. It is guaranteed that either of $-H(\theta)$ and $K L(\theta)$ gradually decreases until becomes converged. The details are referred to [44] and [48].

In this paper, the model selection ability of the BYY harmony learning and the regularization role of $Z_{q}$ are further explored. In Section II, new justification is provided from an information theoretic perspective, with comparative discussions made on its relations to and differences from the studies on not only minimum message length (MML) [41], [42], minimum description length (MDL) [34], Bayesian approach, and the bit-back based MDL [18], [19], but also Akaike information criterion (AIC), maximum likelihood, information geometry [2], [3], [11], Helmholtz machines [12], [13], [17] and variational approximation [36], [38]. In Section III, a generalized projection geometry is introduced for further understanding
such a mechanism of model selection and regularization. Then, new algorithms are developed for implementing Gaussian FA and non-Gaussian FA in Section IV, such that appropriate factors are selected automatically during learning. Before giving conclusions, experiments are demonstrated in Section V.

## II. An Information Transfer Perspective

## A. MDL and Bayesian Approach

In the past decade, extensive studies have been made on the MDL [34]. Sharing the common sprit of the MML [41], [42], the BIC model selection criterion [32], [39], and the celebrated Kolmogorov complexity [42], the key idea is to implement the well known Ockham's principle of economy to code a set of samples $\left\{\bar{x}_{t}\right\}_{t=1}^{N}$ for being transferred from a sender to a receiver via a two-part coding. One is the amount of bits for coding the residuals of using a parametric model $p(x \mid \theta)$ to fit this set of samples $\left\{\bar{x}_{t}\right\}_{t=1}^{N}$. The 2nd part is the amount of bits for coding the parameter set $\theta$, provided that the function form of $p(x \mid \theta)$ has already known at the receiver and thus no need for being encoded. A best information transfer is reached when the bits for both the parts are minimized.

In the existing literature, given a density model $p(x \mid \theta)$ for a $d$ dimensional real random vector $x$, the amount of bits per sample $\bar{x}_{t}$ to be transmitted is described by $b_{t}^{\varepsilon}=-\ln p\left(\bar{x}_{t} \mid \theta\right)-d \ln \delta$, where $\delta>0$ is a prespecified constant resolution and thus its role is usually ignored. The total amount of bits for the first part is $b^{\varepsilon}=\sum_{t=1}^{N} b_{t}^{\varepsilon}$. The amount $b_{\theta}^{\varepsilon}$ of bits for the second part is common to every sample, and thus only needs to be transmitted one time in advance. Thus, the average amount of bits to be transmitted is $(1 / N) \sum_{t=1}^{N} b_{t}^{\varepsilon}+\left(b_{\theta}^{\varepsilon} / N\right)$. For a large size $N$ of samples, the second term becomes very small and thus can be ignored. The minimization of the first term is actually equivalent to the ML learning. However, this term does not contain enough information to select an appropriate complexity (e.g., the number of parameters in $\theta$ ) for $p(x \mid \theta)$. On a contrary, for a finite size $N$ of samples we encounter a so called over-fitting effect that the larger the complexity is, the smaller the residual of using $p(x \mid \theta)$ to fit the set $\left\{\bar{x}_{t}\right\}_{t=1}^{N}$ is, and thus the smaller the first term is. The second term $b_{\theta}^{\varepsilon}$ described by $-\ln p(\theta)$ takes its role that balances off the over-fitting effect since $b_{\theta}^{\varepsilon}$ increases as the complexity increases.

This two part coding $b^{\varepsilon}+b_{\theta}^{\varepsilon}$ was firstly suggested under the name of the MML for clustering analysis [41], [42]. It has been also studied from an equivalent perspective that maximizes

$$
\begin{equation*}
\sum_{t=1}^{N} \ln q\left(\bar{x}_{t} \mid \theta\right)+\ln q(\theta) \tag{11}
\end{equation*}
$$

under the name of Bayesian learning [15]. It is also called the maximum posteriori estimate (MAP) when used for determining $\theta$ only. One key problem is that the priori $q(\theta)$ is usually not available and thus is estimated very roughly, e.g., by a noninformative uniform prior or Jeffery priori [21]. The learning performance can be considerably deteriorated by an inappropriate $q(\theta)$.

Under the name of the MDL [34], an improvement is proposed by encoding $x$ subject to the marginal distribution

$$
\begin{equation*}
q(x)=\int q(x \mid \theta) q(\theta) \mu(d \theta) \tag{12}
\end{equation*}
$$

The total bits in this way is short than that by the MML. The total bits by the MML contain a redundant amount of bits for encoding $\theta$ since a part of bits underlying

$$
\begin{equation*}
p(\theta \mid x)=\frac{q(x \mid \theta) q(\theta)}{\int q(x \mid \theta) q(\theta) \mu(d \theta)} \tag{13}
\end{equation*}
$$

is already contained in the bits for encoding $x$ subject to $q(x \mid \theta)$. Though obtained from a different perspective, the MDL is actually equivalent to the Bayesian information criterion (BIC) that was proposed a decade earlier [32], [39], but recently widely studied in the literature of machine learning under the name of the evidence based or marginal Bayesian approach [27], [28], featured by the maximization of $\sum_{t=1}^{N} q\left(x_{t}\right)$.

In spite of the differences in concept, all the above approaches actually all crash into a same criterion in implementation after $q(\theta)$ is over-simplified into a noninformative uniform prior, as will be further discussed at the end of Section II-D.

## B. BYY Harmony Learning With Full Representation

The BYY harmony learning can also be understood from an information transfer perspective, with a new insight on its ability for model selection and regularization. For this purpose, we start at considering a generalized case of BYY harmony learning.

Instead of only considering $y$ as an inner representation $x$ in (1), the parameter set $\theta$ is also partly a representation of the entire sample set but not any individual sample $\bar{x}_{t}$ alone. Generally, we can extend (1) into

$$
\begin{equation*}
p(X, R)=p(R \mid X) p(X), q(X, R)=q(X \mid R) q(R) \tag{14}
\end{equation*}
$$

for the joint distribution of the observation $X$ and its inner representation $R$ as follows:

- $X$ consist of a set of random vectors $\left\{x_{t}\right\}$ that may be linked via certain topological relations [44]. The simplest one can be a line topology, that is, $X=x_{1} \cdots x_{t} \cdots x_{N}$ denotes a sequence. A BYY system on this type of observation is called temporal BYY system on which studies have been made in [43], [49], [53] with both new insights and new results. In the simplest case, $x_{1}, \cdots, x_{t}, \cdots, x_{N}$ are mutually independent and identically distributed (i.i.d.), which is the main focus of this paper.
- $R=\{Y, \theta\}$ with $Y$ consisting of i.i.d. $y_{1}, \cdots y_{t}, \cdots, y_{N}$. Moreover, the parameter set $\theta$ is randomly taken according to either a priori distribution $q(\theta)$ before observing anything or a posteriori distribution $p(\theta \mid X)$ after observing instances of $X$.
Thus, (14) is added with the following details:

$$
\begin{aligned}
& p(X)=\prod_{t=1}^{N} p\left(x_{t}\right) \\
& p\left(x_{t}\right)=G\left(x_{t} \mid \bar{x}_{t}, h^{2} I\right)
\end{aligned}
$$

$$
\begin{align*}
p(R \mid X) & =p(Y \mid X, \theta) p(\theta \mid X) \\
p(Y \mid X, \theta) & =\prod_{t=1}^{N} p\left(y_{t} \mid x_{t}, \theta\right) \\
q(X \mid R) & =q(X \mid Y, \theta) \\
& =\prod_{t=1}^{N} q\left(x_{t} \mid y_{t}, \theta\right) \\
q(Y) & =q(Y \mid \theta) q(\theta) \\
& =q(\theta) \prod_{t=1}^{N} q\left(y_{t} \mid \theta\right) \tag{15}
\end{align*}
$$

where $G(x \mid m, \Sigma)$ denotes a Gaussian density with mean vector $m$ and covariance matrix $\Sigma$, and $\bar{X}=\bar{x}_{1}, \cdots, \bar{x}_{t}, \cdots, \bar{x}_{N}$ is a specific value of $X$ in a sense that each $x_{t}$ takes a specific value $\bar{x}_{t}$.

In an analogy to the process from (1) to $H(p \| q, \theta)$ by (5), it follows from (14) and (15) that:

$$
\begin{align*}
H(p \| q)= & \int p(R \mid X) p(X) \\
& \times \ln [q(X \mid R) q(R)] \mu(d X) \mu(d R)-Z_{q} \\
\approx & N \int p(\bar{X}) p(\theta \mid \bar{X}) H(p \| q, \bar{X}, \theta) \\
& \left.\times \mu(d \theta) \mu(d \bar{X})+\frac{E_{X}}{N}\right] \\
E_{X}= & \int p(\bar{X}) p(\theta \mid \bar{X}) \ln q(\theta) \mu(d \theta) \mu(d \bar{X}) \\
H(p \| q, \bar{X}, \theta)= & \int p\left(y_{t} \mid x_{t}, \theta\right) p\left(x_{t}\right) \\
& \times \ln \left[q\left(x_{t} \mid y_{t}, \theta\right) q\left(y_{t} \mid \theta\right)\right] \mu\left(d x_{t}\right) \mu\left(d y_{t}\right)-Z_{q} \\
\text { with } p\left(x_{t}\right)= & G\left(x_{t} \mid \bar{x}_{t}, h^{2} I\right) . \tag{16}
\end{align*}
$$

The above approximation is justified when $h>0$ in $G\left(x_{t} \mid \bar{x}_{t}, h^{2} I\right)$ is small and there will be no approximation when $h=0$. Actually, $H(p \| q, \bar{X}, \theta)$ is same as that in (5) and the above $H(p \| q)$ is equivalent to [51, eq. (27)]. $H(p \| q)$ differs from $H(p \| q, \bar{X}, \theta)$ by taking in a consideration on the randomness of $\theta$ and $\bar{X}$.
Usually, an appropriate a priori $q(\theta)$ is not available. One way is given as follows [51]:

$$
\begin{aligned}
q(\theta) & =\frac{Z_{q}(\theta)}{\int Z_{q}(\theta) \mu(d \theta)} \\
p(\theta \mid \bar{X}) & =\frac{q\left(\bar{x}_{t} \mid \bar{y}_{t}, \theta\right) q\left(\bar{y}_{t} \mid \theta\right)}{\int_{q}(\theta) \mu(d \theta)} \\
Z_{q}(\theta) & =\sum_{t=1}^{N} q\left(\bar{x}_{t} \mid \bar{y}_{t}, \theta\right) q\left(\bar{y}_{t} \mid \theta\right)
\end{aligned}
$$

which can be inserted into (16) for a further study. However, its computing is tedious.
In the existing literature [28], [32], [34], [39], a so called improper noninformative uniform prior $q(\theta)=1$ is used, in a consideration that we naturally like that $q(\theta)$ is uniform to any values of $\theta$ when there is no any a priori knowledge available. However, this $q(\theta)=1$ is not a proper uniform density on an infinite domain $R^{m_{f}}$. However, directly adopting $q(\theta)=1$ leads to $E_{X}=0$ in (16), which has no bias on parameter learning for
$\theta$ but also no help on model selection for $\mathbf{m}$. A better trick is considering the integral over (12) via simply setting $q(\theta)=1$, which leads to an additional term for helping model selection [28], [32], [34], [39].

This paper alternatively suggests to consider two extreme cases of $q(\theta)$. One extreme case is that $q(\theta)$ is free and thus determined via maximizing $H(p \| q)$ or equivalently maximizing $E_{X}$ in (16), which leads to $q(\theta)=p(\theta \mid \bar{X})$. To get a specific form of $p(\theta \mid \bar{X})$, we consider an estimator $\theta=T(\bar{X})$ on a sample set $\bar{X}$, e.g., $\theta^{*}$ via the parameter learning by (6) can be denoted as $\theta^{*}=T(\bar{X})$. Assuming that $\theta=T(\bar{X})$ is unbiased to the true value $\theta^{\circ}$, in help of the celebrated Cramer-Rao inequality we can let $p(\theta \mid \bar{X})$ to be given by the asymptomatic form of the best unbiased estimator $\theta$ on a size $N$ of samples. That is

$$
\begin{align*}
p(\theta \mid \bar{X})= & G\left(\theta \mid \theta^{\circ}, \frac{F^{-1}\left(\theta^{\circ}\right)}{N}\right) \\
F(\theta)= & \int \frac{\partial \ln p(x \mid \theta)}{\partial \theta} \\
& \times \frac{\partial \ln p(x \mid \theta)}{\partial \theta^{T}} p(x \mid \theta) d x \text { or equivalently } \\
F(\theta)= & -\int \frac{\partial^{2} \ln p(x \mid \theta)}{\partial \theta \partial \theta^{T}} p(x \mid \theta) d x \tag{17}
\end{align*}
$$

where $F(\theta)$ is known as Fisher-information matrix. Thus, we have

$$
\begin{align*}
E_{X} & =\int p(\bar{X}) p(\theta \mid \bar{X}) \ln p(\theta \mid \bar{X}) \mu(d \theta) \mu(d \bar{X}) \\
& \approx-0.5 m_{\theta} \ln \frac{2 \pi e \sigma_{f}^{2}}{N} \\
\sigma_{f}^{2} & =\left|F\left(\theta^{\circ}\right)\right|^{\frac{-1}{m_{\theta}}} \tag{18}
\end{align*}
$$

where $m_{\theta}$ denotes the number of free parameters in $\theta$ and $\sigma_{f}^{2}$ acts effectively like a variance. Moreover, it follows from $\theta^{*}$ by (6) and $\left.\nabla_{\theta} H(p \| q, \bar{X}, \theta)\right|_{\theta=\theta^{*}}=0$ that:

$$
\begin{align*}
H(p \| q, \bar{X}, \theta) \approx & H\left(p \| q, \bar{X}, \theta^{*}\right) \\
& -0.5\left(\theta-\theta^{*}\right)^{T} h_{\bar{X}}\left(\theta^{*}\right)\left(\theta-\theta^{*}\right) \\
h_{\bar{X}}(\theta)= & -\frac{\partial^{2} H(p \| q, \bar{X}, \theta)}{\partial \theta \partial \theta^{T}} \\
\frac{1}{N} H(p \| q)= & \int p(\bar{X}) p(\theta \mid \bar{X}) \\
& \times H(p \| q, \bar{X}, \theta) \mu(d \theta) \mu(d \bar{X})+\frac{E_{X}}{N} \\
& \int p(\bar{X}) p(\theta \mid \bar{X}) \\
& \times H(p \| q, \bar{X}, \theta) \mu(d \theta) \mu(d \bar{X}) \\
= & H\left(p \| q, \bar{X}, \theta^{*}\right) \\
& -0.5 T r\left[\left(\Sigma_{H}+\frac{F^{-1}\left(\theta^{o}\right)}{N}\right) h_{\bar{X}}\left(\theta^{*}\right)\right] \tag{19}
\end{align*}
$$

where $\operatorname{Tr}[A]$ is the trace of the matrix $A$ and $\Sigma_{H}=$ $E\left(\theta^{*}-\theta^{o}\right)\left(\theta^{*}-\theta^{o}\right)^{T}$. Further assuming that $\theta^{*}=T(\bar{X})$ is also unbiased, we can approximately let the above $F\left(\theta^{\circ}\right)$ replaced by $F\left(\theta^{*}\right)$ and let $\Sigma_{H}$ given by the covariance matrix $E\left(\theta^{*}-E \theta^{*}\right)\left(\theta^{*}-E \theta^{*}\right)^{T}$. This covariance matrix may be
estimated via cross validation with an expensive computing cost.

Moreover, we can also simply let $\Sigma_{H}$ replaced by the covariance matrix of the best estimator as in (17). Together with (18), it follows from (16) and $-(1 / N) H(p \| q)$ that we get:

$$
\begin{align*}
J_{G}(\mathbf{m}) & \approx-H\left(p \| q, \bar{X}, \theta^{*}\right)+\frac{m_{f}+m_{E_{X}}}{N} \\
m_{f} & =\operatorname{Tr}\left[F^{-1}\left(\theta^{*}\right) h_{\bar{X}}\left(\theta^{*}\right)\right] \\
m_{E_{X}} & =0.5 m_{\theta}\left[\ln \frac{e}{N}+\ln \left(2 \pi \sigma_{f}^{2}\right)\right] \tag{20}
\end{align*}
$$

where $m_{f}$ can be regarded as an effective number of free parameters.

Another extreme case is considering a prior $q(\theta)=$ $G\left(\theta \mid \theta^{\circ}, N \sigma^{2} I\right)$ that becomes a noninformative uniform as $N \rightarrow \infty$. It follows from (16) that:

$$
\begin{align*}
E_{X} & =-0.5 m_{\theta}\left[\ln N+\ln \left(2 \pi \sigma^{2}\right)\right]-c_{N} \\
m_{E_{X}} & =0.5 m_{\theta}\left[\ln N+\ln \left(2 \pi \sigma^{2}\right)\right] \tag{21}
\end{align*}
$$

where $c_{N}=0.5 \sigma^{-2} \operatorname{Tr}\left[F^{-1}\left(\theta^{o}\right)\right] / N^{2}$ can be ignored as $N$ increases. One way is let $\sigma^{2}=\sigma_{f}^{2}$ given as in (18). In this case, $m_{E_{X}}$ in (20) and (21) indicates two extreme settings. We may also take their average as follows:

$$
\begin{equation*}
m_{E_{X}}=0.5 m_{\theta}\left[0.5+\ln \left(2 \pi \sigma_{f}^{2}\right)\right] . \tag{22}
\end{equation*}
$$

Thus, model selection by (7) can be further improved into that by (9) via $J_{G}(\mathbf{m})$ by (20) with $m_{E_{X}}$ by either of (20), (21) and (22), especially when $N$ is quite small. Typical examples are listed in Fig. 2. For simplicity, we even may let $m_{f}=m_{\theta}$ after approximately regarding $F\left(\theta^{*}\right)=h_{\bar{X}}\left(\theta^{*}\right)$.

## C. An Information Transfer Perspective

As shown in Fig. 3, we consider a system in which $x$ is mapped to an inner representation $y$ that is encoded and sent to the receiver, and the receiver then decodes $y$ to reconstruct $x$. Learning is made to obtain $p\left(y \mid x, \theta_{y \mid x}\right)$ for getting $y$ from $x$, the distribution $q\left(y \mid \theta_{y}\right)$ for the codes on $y$, and the decoder $q\left(x \mid y, \theta_{x \mid y}\right)$ for getting $x$ from $y$, under assumption that the function forms of $q\left(y \mid \theta_{y}\right)$ and $q\left(x \mid y, \theta_{x \mid y}\right)$ are already known at the receiver.

We consider the problem of transferring a set $\bar{X}=\left\{\bar{x}_{t}\right\}_{t=1}^{N}$ of known samples from $p(x)$. The probability of getting $\bar{x}_{t}$ for mapping is approximately $p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}\left(\bar{x}_{t}\right)\right)$, where $\delta_{p}\left(\bar{x}_{t}\right)$ is a small volume centering at $\bar{x}_{t}$ such that we have $\sum_{\bar{x}_{t} \in \bar{X}} p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}\left(\bar{x}_{t}\right)\right) \approx 1$ as an approximation of $\int p(x) \mu(d x)=1$. Since there are $N$ such small volumes, one above constraint is not enough to fix them and extra constraints should be imposed. The simplest one is assuming that all of them are same, i.e., $\delta_{p}\left(\bar{x}_{t}\right)=\delta_{p}(x)$ for every $t$. Thus,

$$
\begin{equation*}
\mu\left(\delta_{p}(x)\right) \approx \frac{1}{\sum_{t=1}^{N} p\left(\bar{x}_{t}\right)} \tag{23}
\end{equation*}
$$

Moreover, each sample $\bar{x}_{t}$ may be encoded via a set $\bar{Y}_{t}$ that may consist of one sample $\bar{y}_{t}$ or a finite number of samples of $y$. The probability of getting both $\bar{x}_{t}$ and $\bar{y} \in \bar{Y}_{t}$ is approximately $p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) \mu\left(\delta_{p}(y)\right) \times p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right)$ subject to


Fig. 3. Bayesian Ying-Yang harmony learning from an information-theoretic perspective.
$\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(y)\right) \mu\left(\delta_{p}(x)\right) \approx 1$. Similar to the discussion in Section II-A, we can encode $\bar{y}$ via a two part encoding subject to $q\left(\bar{y} \mid \theta_{y}\right)$. One is an amount of bits for coding $\theta_{y}$. The other is the amount of bits for coding the residual information of $\bar{y}$ that is not included in $\theta_{y}$. The amount for one sample $\bar{y}$ is $-\ln \left[q\left(\bar{y} \mid \theta_{y}\right) \mu\left(\delta_{q}(y)\right)\right]$ and thus in total is given as follows:

$$
\begin{align*}
b^{y}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln \left[q\left(\bar{y} \mid \theta_{y}\right) \mu\left(\delta_{q}(y)\right)\right] \\
= & b_{1}^{y}+b_{2}^{y} \\
b_{1}^{y}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln q\left(\bar{y} \mid \theta_{y}\right), \\
b_{2}^{y}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln \mu\left(\delta_{q}(y)\right) \\
\approx & -\ln \mu\left(\delta_{q}(y)\right) . \tag{24}
\end{align*}
$$

To reconstruct $\bar{x}_{t}$ from $\bar{y} \in Y_{t}$ at the receiver, we need to code an amount of bits for coding $\theta_{x \mid y}$ to get $g(\bar{y})=\int x q\left(x \mid \bar{y}, \theta_{x \mid y}\right) d x$ at the receiver. Also, we need to code the residual $\varepsilon_{t}=\bar{x}_{t}-g(\bar{y})$ with an amount of bits as follows:

$$
\begin{align*}
b^{\varepsilon}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln \left[q\left(\bar{x}_{t} \mid \bar{y}, \theta_{x \mid y}\right) \mu\left(\delta_{q}(x)\right)\right] \\
= & b_{1}^{\varepsilon}+b_{2}^{\varepsilon} \\
b_{1}^{\varepsilon}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln q\left(\bar{y} \mid \theta_{y}\right) \\
b_{2}^{\varepsilon}= & -\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} p\left(\bar{y} \mid \bar{x}_{t}, \theta_{y \mid x}\right) p\left(\bar{x}_{t}\right) \mu\left(\delta_{p}(x)\right) \\
& \times \mu\left(\delta_{p}(y)\right) \ln \mu\left(\delta_{q}(x)\right) \\
\approx & \ln \mu\left(\delta_{q}(x)\right) . \tag{25}
\end{align*}
$$

Moreover, $\left(b_{1}^{y}+b_{1}^{\varepsilon}\right) / \bar{N}$ can be approximated by its limit as the sizes of samples in $\bar{X}$ and $\bar{Y}_{t}$ tend to infinite large and $\delta_{p}(x) \rightarrow$
$d x, \delta_{p}(y) \rightarrow d y$, which leads to the first term of the harmony measure $-H(p \| q, \theta)$ in (5). Also, we have
$Z_{q}=-\ln \mu\left(\delta_{q}(y)\right)-\ln \mu\left(\delta_{q}(x)\right)=-\ln \left[\mu\left(\delta_{q}(y)\right) \mu\left(\delta_{q}(x)\right)\right]$.
In other words, $b^{y}+b^{\varepsilon}$ leads to the harmony measure $-H(p \| q, \theta)$ in (5). Similar to (23), it follows from $\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} q\left(\bar{x}_{t} \mid \bar{y}, \theta_{x \mid y}\right) q\left(\bar{y} \mid \theta_{y}\right) \mu\left(\delta_{q}(y)\right) \mu\left(\delta_{q}(x)\right) \approx 1$ that

$$
\begin{equation*}
\mu\left(\delta_{q}(y)\right) \mu\left(\delta_{q}(x)\right) \approx \frac{1}{\sum_{\bar{x}_{t} \in \bar{X}} \sum_{\bar{y} \in \bar{Y}_{t}} q\left(\bar{x}_{t} \mid \bar{y}, \theta_{x \mid y}\right) q\left(\bar{y} \mid \theta_{y}\right)} \tag{27}
\end{equation*}
$$

which introduces a type of regularization studied under the name of normalization in [48], [50].

In the case that $p(x)$ is estimated by the following Parzen window estimate:

$$
\begin{equation*}
p_{h}(x)=\frac{1}{N} \sum_{t=1}^{N} G\left(x \mid \bar{x}_{t}, h^{2} I\right) \tag{28}
\end{equation*}
$$

with a small $h \neq 0, H(p \| q, \theta)$ in (5) becomes

$$
\begin{align*}
H(p \| q, \theta)= & \frac{1}{N} \sum_{t=1}^{N} \int p\left(y \mid \bar{x}_{t}, \theta_{y \mid x}\right) \\
& \times \ln \left[q\left(\bar{x}_{t} \mid y, \theta_{x \mid y}\right) q(y)\right] \mu(d y)-h^{2} \operatorname{Tr}\left[\pi_{q}\right]-Z_{q} \\
\pi_{q}= & -\frac{1}{N} \sum_{t=1}^{N} \int p\left(y \mid \bar{x}_{t}, \theta_{y \mid x} \frac{\partial^{2} \ln q\left(\bar{x}_{t} \mid y, \theta_{x \mid y}\right)}{\partial x \partial x^{T}} \mu(d y)\right. \tag{29}
\end{align*}
$$

Moreover, with $p_{h}(x)$ replacing $q\left(x \mid y, \theta_{x \mid y}\right)$ in (27) we correspondingly get that

$$
\begin{equation*}
\mu\left(\delta_{q}(y)\right) \mu\left(\delta_{q}(x)\right) \approx \frac{1}{\sum_{\bar{x}_{t} \in \bar{X}} p_{h}\left(\bar{x}_{t}\right) \sum_{\bar{y} \in \bar{Y}_{t}} q\left(\bar{y} \mid \theta_{y}\right)} \tag{30}
\end{equation*}
$$

which introduces another type of regularization that was previously studied under the name of data-smoothing [46], [50]. Also, when $\bar{Y}_{t}$ is not limited to each $t$ but consists of samples in all $t$ we have

$$
\begin{equation*}
Z_{q} \approx \ln \left[\sum_{\bar{x}_{t} \in \bar{X}} p_{h}\left(\bar{x}_{t}\right)\right]+\ln \left[\sum_{\bar{y} \in \bar{Y}} q\left(\bar{y} \mid \theta_{y}\right)\right] \tag{31}
\end{equation*}
$$

which provides an alternative implementation of normalization regularization.
Further considering that the amount of bits $b_{\theta}^{y}+b_{\theta}^{\varepsilon}$ for the parameter set $\left\{\theta_{y}, \theta_{x \mid y}\right\}=\theta$ actually encodes the information that is described by $p(\theta \mid \bar{X})$ but has not been covered by samples $\bar{X}=\left\{x_{1}, \cdots, x_{t}, \cdots, x_{N}\right\}$, we have $-\int p(\theta \mid \bar{X}) \ln p(\theta) \mu(d \theta)$ that is equivalent to $-E_{X}$ in (16). Therefore, $-N H(p \| q, \theta)+$ $b_{\theta}^{y}+b_{\theta}^{\varepsilon}$ finally leads to $-H(p \| q)$ by (16). In other words, the BYY harmony learning with $H(p \| q)$ by (16) attempts to maximizing the best information transfer in a sense of the minimum expected coding bits, while the BYY harmony learning with
$-H(p \| q, \theta)$ by (5) implements this goal approximately by ignoring the bits $b_{\theta}^{y}+b_{\theta}^{\varepsilon}$.

## D. Relation and Difference to MDL, Bayesian Approach, Akaike Information Criterion, and Minimum Entropy

The above information transfer perspective shares the same sprit of minimizing the coding bits of information with the MDL approach discussed previously in Section II-A. However, there are two differences.

One key difference is that the two coding parts by the previously discussed MDL have been replaced with the three coding parts by the BYY harmony learning. By MDL, as discussed in Section II-A, model selection is enabled via the balance between the bits $b_{\theta}$ and the bits $b^{\varepsilon}$. Discarding the bits $b_{\theta}$, the MDL degenerates back to the ML learning, with its model selection ability disabled. By the BYY harmony learning, in addition to the bits $b^{\varepsilon}$ for encoding the residual part (i.e., the bits of $x$ that is unable to be described by the BYY system in consideration), the role of $b_{\theta}$ has now been jointly shared by the bits $b^{y}$ for encoding the inner representation $y$ of $x$ and by the bits $b_{\theta}^{y}+b_{\theta}^{\varepsilon}$ as a counterpart of $b_{\theta}$. Not only carrying the information about $x$, the bits $b^{y}$ also encode the scales of representation that either indicates model complexity directly or includes the core part of model complexity. Thus, discarding the bits $b_{\theta}^{y}+b_{\theta}^{\varepsilon}$ will not disable the model selection ability, though it may weaken the performance of model selection when $N$ is rather small.

The above difference also leads to an important difference in implementing model selection. To avoid an inappropriately chosen $q(\theta)$ to deteriorate learning considerably, only a noninformative uniform prior is used as $q(\theta)$ in MDL and thus has no effect on parameter learning for determining $\theta$, which is still made by a ML learning as the first step. The MDL criterion comes in effect at the second step for model selection. This two step implementation costs heavily since parameters learning on getting $\theta$ has to be made on all the candidate models in consideration. By the BYY harmony learning, the job of model selection is also performed via a family of densities $q\left(y \mid \theta_{y}\right)$ with a given parametric structure but unknown parameters $\theta_{y}$ that is determined during learning process, which is a significant relaxation from solely relying on a priori density $q(\theta)$. As a result, not only parameter learning is performed more accurately but also model selection is made via the scale parameters of $y$ that are determined automatically during learning parameters in $\theta_{y}$.

Another difference is that the term $Z_{q}$ replaces the role of a prefixed quantization resolution $\delta$ that is currently widely adopted in the MDL literature. Without considering what type of data distribution it is, manually setting a constant $\delta$ is simply because there is no a better solution available but it is clearly not a good solution. In the BYY harmony learning by (5), the term $Z_{q}$ provides a regularization role [43], [46], [48]. In the data smoothing implementation, $Z_{q}=Z_{q}(h)$ takes the input data distribution in consideration via the Parzen window estimator by (28) with a smoothing parameter $h$. This $h$ takes a role similar to a quantization resolution $\delta$, but now it is also learned to adapt the set of samples $\left\{x_{t}\right\}_{t=1}^{N}$. In the normalization implementation, $Z_{q}=Z_{q}\left(\theta_{x \mid y}, \theta_{y}\right)$ takes the input data distribution in consideration indirectly via the
learned parametric densities $q\left(x \mid y, \theta_{x \mid y}\right)$ and $q\left(y \mid \theta_{y}\right)$ on the a set of samples $\left\{x_{t}\right\}_{t=1}^{N}$.

It is interesting to further observe that $H(p \| q, \theta)$ degenerates back to the likelihood function after removing away both the role of $Z_{q}$ by setting $Z_{q}=0$ and the inner representation $y$ in Section II-B (i.e., having $R=\theta$ only). Moreover, $-(1 / N) H(p \| q)$ degenerates into $-(1 / N) \sum_{t=1}^{N} \ln p\left(x_{t} \mid \theta\right)+$ $\left.\left(m_{f}+m_{E_{X}}\right) / N\right)$, which is different from both AIC and BIC. In addition, with $Z_{q} \neq 0, H(p \| q, \theta)$ will degenerate to a likelihood function with a type of regularization similar to that discussed in Section II-A-2 of [48].
It also deserves to mention that $-\int p(R \mid X) p(X) \ln [q(X \mid R) q(R)] \mu(d R) \mu(d X) \quad$ becomes equivalent to an entropy when $p(R \mid X) p(X)=q(X \mid R) q(R)$. However, maximizing harmony is generally different from minimizing entropy. First, $p(R \mid X) p(X)=q(X \mid R) q(R)$ will not happen for making learning on a finite size $N$ of samples in $\bar{X}$. Second, the minimization of neither the entropy $-\int q(X \mid R) q(R) \ln [q(X \mid R) q(R)] \mu(d R) \mu(d X) \quad$ nor the entropy $\quad-\int p(R \mid X) p(X) \ln [p(R \mid X) p(X)] \mu(d R) \mu(d X)$ can provide a meaningful tool for loading the information in the sample set $\bar{X}$ to $p(R \mid X)$ or $q(X \mid R)$ and $q(R)$. However, after the parameters of $q(X \mid R)$ and $q(R)$ have been determined via another learning principle (e.g., maximum likelihood), a same specific criteria $J(\mathbf{m})$ in (7) can be obtained for model selection from either $-H\left(p \| q, \theta^{*}\right)$ or $-\int q(X \mid R) q(R) \ln [q(X \mid R) q(R)] \mu(d R) \mu(d X)$.

## E. Relation and Difference to the Bits-Back Based MDL

Both the MDL implementation with a bits-back strategy in [18], [19] and the BYY harmony learning share a common feature that $x$ is mapped to $y$ and then $y$ is coded for transmission, instead of coding $x_{t}$ directly for transmission. However, there are differences again.

Similar to Section II-D, one difference is that the BYY harmony learning uses the term $Z_{q}$ to replace the role of a prefixed quantization resolution $\delta$ that is still adopted in the bits-back based MDL. Also, the bits $b_{\theta}^{y} / N+b_{\theta}^{\varepsilon} / N$ in $H(p \| q)$ have not been taken in consideration by the bits-back based MDL. Another even fundamental difference is that BYY harmony learning does not adopt the bits-back strategy that is the key feature of the bits-back based MDL [18], [19].

Considering the dependence among the inner codes generated by $p(y \mid x)$, it has been argued in [18], [19] that the total amount of bits to be transferred should be subtracted by the following amount of bits:

$$
\begin{equation*}
H\left(\theta_{y \mid x}\right)=\int p\left(y \mid x, \theta_{y \mid x}\right) p(x) \ln p\left(y \mid x, \theta_{y \mid x}\right) \mu(d x) \mu(d y) \tag{32}
\end{equation*}
$$

With this amount claimed back, the total amount of bits that has been considered by [18], [19] is actually equivalent to the Kullback divergence $K L(\theta)$ by (8), after discarding a term $H_{x}=$ $\int p(x) \ln p(x) d x$ that is irrelevant to learning when $p(x)$ is given by (28) with $h=0$. In other words, the bits-back based MDL [18], [19] actually provides an interpretation to the Kullback learning by (8) from a information transfer perspective. In a
contrast, without including $H\left(\theta_{y \mid x}\right)$ by (32), the discussion in Section II-C provides an interpretation to the BYY harmony learning by (5) and (20). As further discussed in the next subsection, the Kullback learning by (8) is equivalent to implementing parameter learning under the ML principle or its certain regularized variants in lack of model selection ability, while BYY harmony learning provides a new mechanism that makes model selection either after or during parameter learning.

An insight can also be obtained via observing the role of the bits-back amount $-H\left(\theta_{y \mid x}\right)$ by (32). With the dimension of $y$ fixed, the Kullback learning by (8) implements a stochastic encoding by $p\left(y \mid x, \theta_{y \mid x}\right)$ that allows certain dependence among the resulted codes. This dependence generates a redundant amount $-H\left(\theta_{y \mid x}\right)$ of bits that is suggested in [18] and [19] to be subtracted from computing the total amount of bits. In a contrast, aiming at seeking appropriate representation scales for $y$, the BYY harmony learning by (5) with $Z_{q}$ by (26) actually minimizes

$$
\begin{align*}
-H(p \| q, \theta)=K L(\theta)- & H\left(\theta_{y \mid x}\right)-H_{x} \\
& -\ln \mu\left(\delta_{q}(x)\right)-\ln \mu\left(\delta_{q}(y)\right) . \tag{33}
\end{align*}
$$

Moreover, we have $-H\left(\theta_{y \mid x}\right)-\ln \mu\left(\delta_{q}(y)\right) \geq 0$ and $-H_{x}-$ $\ln \mu\left(\delta_{q}(x)\right)=0$ when $p(x)$ is given by (28) with $h=0$. Thus, $-H(\theta, k) \geq K L(\theta)$ is an upper bound of the total bits considered in [18] and [19].

When $p(y \mid x)$ is free, $\max _{p(y \mid x)} H(p \| q, \theta)$ results in [48] and[50]:

$$
\begin{equation*}
p(y \mid x)=\delta(y-y(x)), \quad y(x)=\arg \max _{y}\left[q(x \mid y) q\left(y \mid \theta_{y}\right)\right] \tag{34}
\end{equation*}
$$

It happens similarly when $p(y \mid x)$ is parametric either directly in a form of $\delta(y-y(x))$ or tends to be pushed into this form via $\max _{p(y \mid x)} H(p \| q, \theta)$. In these cases, $-H\left(\theta_{y \mid x}\right)-\ln \mu\left(\delta_{q}(y)\right)$ reaches its minimum value 0 . Thus, the BYY harmony learning will achieve the minimum total number of bits instead of acting as one upper bound.

In other words, the BYY harmony learning reaches the optimal coding bits both by learning unknown parameters and by squeezing out any stochastic redundancy that comes from allowing one $x$ to share more than one inner codes of $y$. As a result, all the inner codes will occupy a representation space as compact as possible. That is, model selection occurs automatically during the process of approaching the optimal coding bits. On a contrary, the dimension for the inner codes of $y$ is prespecified for a bits-back based MDL case, and the task is learning unknown parameters under this fixed dimension (usually assumed to be large enough for what needed). Due to there is certain redundancy in the representation space, it is allowed that one $x$ may be redundantly represented by more than one inner codes. Instead of squeezing out this dependence, the redundant bits of $-H\left(\theta_{y \mid x}\right)$ by a stochastic $p(y \mid x)$ is not zero but discounted in counting the total amount of bits. Though such a redundant coding makes information transfer more reliable, allowing redundancy in the representation space of $y$ already means that this representation space is not in its minimum complexity.

## F. Relation and Difference to Information Geometry, Helmholtz Machine, and Variational Approximation

The minimization of $K L(\theta)$ by (8) with respect to a free $p(y \mid x)$ will result in

$$
\begin{align*}
p(y \mid x) & =\frac{q(x \mid y) q(y)}{q(x)} \\
q(x) & =\int q(x \mid y) q(y) \mu(d y) \\
K L(\theta) & =\int p(x) \ln \frac{p(x)}{q(x)} \mu(d x) \tag{35}
\end{align*}
$$

which is equivalent to the ML learning on $q(x)$ when $p(x)$ is given by (28) with $h=0$ [59]. This case relates to the information geometry theory (IGT) [2], [3], [11] that is also equivalent to the ML learning on $q(x)$ by (4), and the well known EM algorithm [14], [30] is reached by the em algorithm in IGT.
Making parameter learning by (8) also relates to the Helmholtz machine learning (HML) when $p(x)$ is given by (28) with $h=0$ and both $p(y \mid x)$ and $q(x \mid y)$ are both given by the conditional independent densities based on the sigmoid layered networks as used in [13], [17]. That is, the densities are given with the following format

$$
\begin{align*}
p(u \mid v)= & \prod_{j=1}^{m} \pi_{j}(v)^{u^{(j)}}\left(1-\pi_{j}(v)\right)^{1-u^{(j)}} \\
\pi(v)= & {\left[\pi_{1}(v), \cdots, \pi_{m}(v)\right]^{T} } \\
= & s(W v+c) \\
s(y)= & {\left[s\left(y^{(1)}\right), \cdots, s\left(y^{(m)}\right)\right]^{T} } \\
& \quad 0 \leq s(r) \leq 1 \text { is a sigmoid function } \tag{36}
\end{align*}
$$

where $u$ is a binary vector. In this case, making parameter learning by (8) actually becomes equivalent to an one layer HML. Also, the well known wake-sleep algorithm for HML can be regarded as a specific adaptive form of (10). With a general insight via (10), other specific algorithms for implementing the HML may also be developed.
It is also deserve to notice that making parameter learning by (8) with a parametric $p(y \mid x) \in \mathcal{P}_{y \mid x}\left(\theta_{y \mid x}\right)$ is different from a free $p(y \mid x) \in \mathcal{P}_{y \mid x}^{0}$ in that a parametric family $\mathcal{P}_{y \mid x}\left(\theta_{y \mid x}\right)$ is a subset of the family $\mathcal{P}_{y \mid x}^{0}$ containing all the density functions in the form $p(y \mid x)$. Thus, we always have $\min _{p(y \mid x) \in \mathcal{P}_{y \mid x}\left(\theta_{y \mid x}\right)} K L \geq \min _{p(y \mid x) \in \mathcal{P}_{y \mid x}^{0}} K L$. When $p(x)$ is given by (28) with $h=0$, it follows from (35) that the latter becomes equivalent to the ML learning on $q(x)$ by (4). In other words, making parameter learning by (8) with a parametric $p(y \mid x)$ actually implements a type of constrained ML learning on $q(x)$, which is also called a variational approximation to the ML learning on $q(x)$ [36], [38].

The BYY harmony learning are different from the three existing approaches as follows.
First, the BYY harmony learning minimizes the harmony measure $-H(p \| q, \theta)$ instead of a Kullback divergence $K L(p \| q)$ in (8), not only for parametric learning but also for model selection. Even using the Kullback learning by (8) for parameter learning, it is still followed by making model
selection via (7) or (9). In contrast, making parameter learning via minimizing Kullback divergence is the only target in IGT, HML, and variational approximation, while the issues of regularization and model selection are out of the scopes of their studies.

Second, as discussed later in (45), the harmony learning may also be regarded as implementing a type of constrained ML learning, especially when $p(y \mid x) \in \mathcal{P}_{y \mid x}\left(\theta_{y \mid x}\right)$ is parametric. However, it is different from the above discussed constrained ML learning via variational approximation [36], [37]. As shown in (45), an additional constraint should be imposed on both types of learning to make them become equivalent.

Third, even focusing on the common part, i.e., making parameter learning via minimizing Kullback divergence for implementing parameter learning, these studies are made from different perspectives with different purposes. IGT studies the general properties possessed by (8) and alternative minimization for two general $p, q$ from the perspectives of geometry structure [11] and differential geometry structure [2], [3]. HML and variational approximation consider developing efficient algorithms for implementing empirical parameter learning on a forward-backward net via an approximation of the ML learning on the marginal density $q(x)$ in (4). In contrast, the BYY learning studies two distributions in the two complementary Bayesian representations in (1) by systematically investigating not only three typical architectures for different learning tasks, but also regularization by either a conscience de-learning type via normalization or a Tikhonov-type via data smoothing with its smoothing parameter $h$ estimated in an easy implementing way. While IGT, HML and variational approximation have neither explicitly and systematically considered the two complementary representations in (1) nor the regularization of such two types.

## III. A Projection Geometry Perspective

Through obtaining a quasi-Pythagorean relation under the Kullback divergence by (8), this divergence based learning has been further theoretically studied from the perspective of both the ordinary geometry and differential geometry under the name of information geometry [2], [3], [11]. Actually, neither the harmony measure by (5) nor the Kullback divergence by (8) satisfies all the properties of the conventional metric measure. Moreover, the harmony measure by (5) even does not satisfy a quasiPythagorean relation that the Kullback divergence satisfies. In this section, we suggest to investigate both the harmony measure based learning and the Kullback divergence based learning from a geometry perspective, relaxed from a metric level to a projection level.

We denote $U_{c}=\left\{u: u \in R^{d}\right.$ and $\|u\|^{2}=$ $c^{2}$, for a constant $\left.c>0\right\}$, which is a sphere shell with the radius $c$. As illustrated in Fig. 4, from the concept of the inner product $u^{T} v$ at its special case $\|u\|=1$ we can get a concept of the projection $\Pi_{u}^{v}$ of $v$ on $u$. Moreover, a residual vector $v-u$ also has a projection $\Pi_{u}^{v-u}$ on $u$. Furthermore, we have the following interesting nature

When $v, u$ locate on a same shell $U_{c}$,
the concepts of maximizing the projection $v$ to $u$,
minimizing the residual projection $(v-u)$ to $u$, of making residual $v-u$ being orthogonal to $u$, and the equality $v=u$ are all the same thing.

In an analogy, we consider a functional space

$$
\begin{equation*}
\mathcal{Q}=\left\{q(u): q(u) \geq 0 \text { and } \int q(u) \mu(d u)<\infty\right\} \tag{38}
\end{equation*}
$$

where $u \in S_{u} \subseteq R^{d}$ and $\mu$ is a given measure on the support $S_{u}$. A useful subspace $\mathcal{P}_{c} \subset \mathcal{Q}$ is

$$
\begin{equation*}
\mathcal{P}_{c}=\left\{p(u): p(u) \geq 0, \int p(u) \mu(d u)=c, \text { for a constant } c>0\right\} . \tag{39}
\end{equation*}
$$

Particularly, when $c=1, \mathcal{P}_{1}$ is the probability density space.
Given $p(u) \in \mathcal{P}_{c}, q(u) \in \mathcal{P}_{c^{\prime}}$, we define the projection of $q(u)$ on $p(u)$ under the constraint of a set of samples $\left\{u_{t}\right\}_{t=1}^{N}$ as follows:

$$
\begin{align*}
H(p \| q) & =\int p(u) \ln q(u) \mu(d u)-Z_{q} \\
Z_{q} & =-\sum_{t=1}^{N} p\left(u_{t}\right) \mu\left(\delta_{p}(u)\right) \ln \mu\left(\delta_{q}(u)\right) \\
& \approx \ln \mu\left(\delta_{q}(u)\right) \text { subject to } \sum_{t=1}^{N} p\left(u_{t}\right) \mu\left(\delta_{p}(u)\right) \\
& \approx 1, \tag{40}
\end{align*}
$$

which acts as a counterpart of $\Pi_{u}^{v}$ as shown in Fig. 4. Specifically, from $\sum_{t=1}^{N} q\left(u_{t}\right) \mu\left(\delta_{q}(u)\right) \approx 1$ we have

$$
\begin{equation*}
\mu\left(\delta_{q}(u)\right)=\frac{1}{\sum_{t=1}^{N} q\left(u_{t}\right)}, \quad Z_{q}=-\ln \sum_{t=1}^{N} q\left(u_{t}\right) \tag{41}
\end{equation*}
$$

Alternatively, we can also let $\mu\left(\delta_{q}(u)\right) \approx \mu\left(\delta_{p}(u)\right)$ and get from $\sum_{t=1}^{N} p\left(u_{t}\right) \mu\left(\delta_{p}(u)\right) \approx 1$ that

$$
\begin{align*}
\mu\left(\delta_{q}(u)\right) \approx \mu\left(\delta_{p}(u)\right) & =\frac{1}{\sum_{t=1}^{N} p\left(u_{t}\right)} \\
Z_{q} \approx Z_{p} & =-\ln \sum_{t=1}^{N} p\left(u_{t}\right) \tag{42}
\end{align*}
$$

Also, it can be observed that (40) leads to (5) when $p(u)=$ $p(x, y), q(u)=q(x, y)$ and to (16) when $p(u)=p(R \mid X) p(X)$, $q(u)=q(X \mid R) q(R)$.

Extending the property that the self-projection of $u$ is simply the norm $\|u\|$, the self-projection of $p(u)$ is $H(p \| p)=\sum_{t=1}^{N} p\left(u_{t}\right) \mu\left(\delta_{p}\left(u_{t}\right)\right) \ln \left[p\left(u_{t}\right) \mu\left(\delta_{p}\left(u_{t}\right)\right)\right]$ $\approx \int p(u) \ln p(u) \mu(d u)-\ln \mu\left(\delta_{p}(u)\right)$, which can be regarded as a type of norm of $p$ and it represents the negative entropy of the probability distribution $p(u) \mu\left(\delta_{p}(u)\right)$ when $p(u) \in \mathcal{P}_{1}$ is a density. Also, extending the property that the projection $\Pi_{u}^{v}$ is maximized when $v$ is co-directional with $u, H(p \| q)$ is maximized if and only if $q(u)=\left(c^{\prime} / c\right) p(u)$, i.e., $q(u)$ may not be equal to $p(u)$ but has the same shape as $p(u)$, which can be observed from $\int \hat{p}(u) \ln \hat{q}(u) \mu(d u) \leq \int \hat{p}(u) \ln \hat{p}(u) \mu(d u)$ with $c \hat{p}(u)=p(u), c^{\prime} \hat{q}(u)=q(u)$ and $\hat{p}(u), \hat{q}(u) \in \mathcal{P}_{1}$.

However, there are three differences in comparison with the situation of $\Pi_{u}^{v}$. One is that each density represents a point of

$$
\begin{gathered}
\text { Inner product } u^{t} v=c c^{\prime} \cos \left(\theta_{u}-\theta_{v}\right) \\
\text { Projection of } v \text { on } u: \Pi_{u}^{v}=c^{\prime} \cos \left(\theta_{u}-\theta_{v}\right) \leq c^{\prime} \text { and }=^{\prime} \text { holds if and only if } \theta_{u}=\theta_{v} \\
\text { Projection of } q(u) \text { on } p(u): H=\int p(u) \ln q(u) \mu(d u)-Z_{q} \\
\Pi_{u}^{v-u}=\|v-u\| \cos \left(\theta_{u}-\theta_{v-u}\right)=\left\|c^{\prime} e^{j \theta_{v}}-c e^{j \theta_{v-u}}\right\| \cos \left(\theta_{u}-\theta_{v-u}\right)
\end{gathered}
$$

When $c^{\prime} \leq c, \quad\left|\Pi_{u}^{v-u}\right| \geq c-c^{\prime} \quad$ When $c^{\prime} \geq c, \quad\left|\Pi_{u}^{v-u}\right| \geq 0$
Equality holds if and only if $\theta_{u}=\theta_{v}$. Equality holds iff $\left|\theta_{u}-\theta_{v-u}\right|=0.5 \pi$.

$$
\text { Projection of } \frac{q(u)}{p(u)} \text { on } p(u): K L=\int p(u) \ln \frac{p(u)}{q(u)} \mu(d u)
$$

Fig. 4. From an inner product back to a projection in the vector space.
infinite dimension. Second, each component is constrained to be nonnegative. Third, the constraint $\int p(u) \mu(d u)=c$ is a first-order linear constraint, instead of the quadratic constraint $\|u\|^{2}=c^{2}$.

Due to these differences, the maximization of $H(p \| q)$ makes not only that $p(u)$ and $q(u)$ has a same shape in the sense $q(u)=$ $\left(c^{\prime} / c\right) p(u)$ but also that $p(u)$ prefers to have a simplest shape $c \delta\left(u-u^{*}\right)$, where $u^{*}=\arg \max _{u} q(u)$. When $p(u)$ is free to be any choice in $\mathcal{P}_{c}$ and $q(u)$ is free to be any choice in $\mathcal{P}_{c^{\prime}}$, the maximization of $H(p \| q)$ will finally make that both $p(u)$ and $q(u)$ become impulse functions. When $p(u) \in P, q(u) \in Q$ are constrained to be unable to become impulse functions, the maximization of $H(p \| q)$ will make that $p(u)$ and $q(u)$ become close in a shape of a least complexity but not able completely equal. Therefore, the maximization of $H(p \| q)$ on a BYY system (1) indeed implements the harmony principle as described in the introduction section, while the maximization of the projection $u$ to $v$ only ensures $u$ and $v$ become co-directional but does not have such a least complexity.

In addition, $H(p \| q)$ does not share the symmetry that possessed by $\Pi_{u}^{v}$ at $\|v\|=\|u\|$. If exchanging the positions of $p, q$, though max $H(p \| q)$ still makes that $p(u)$ and $q(u)$ have a same shape, it is different in a sense that $q(u)$ but not $p(u)$ is now pushed to a shape of $c^{\prime} \delta\left(u-u^{*}\right)$.

Moreover, if we use $p(u) \in \mathcal{P}_{c}$ to represent $q(u) \in \mathcal{P}_{c^{\prime}}$ and define the discrepancy or residual ${ }^{1}$ by $p(u) \ominus q(u)=$ $p(u) \delta_{p}(u) / q(u) \delta_{q}(u) \approx p(u) / q(u)$ under $\delta_{p}(u) \approx \delta_{q}(u)$, we get that this residual projection on $p(u)$ as follows:

$$
\begin{align*}
R(p \| q) & =\int p(u) \ln \left[\frac{p(u) \delta_{p}(u)}{q(u) \delta_{q}(u)}\right] \mu(d u) \\
& =H(p \| p)-H(p \| q) \\
& \approx \int p(u) \ln \left[\frac{p(u)}{q(u)}\right] \mu(d u) . \tag{43}
\end{align*}
$$

Since $p(u)=c \hat{p}(u), q(u)=c^{\prime} \hat{q}(u)$ with $\hat{p}(u), \hat{q}(u) \in \mathcal{P}_{1}$, it follows that:

$$
R(p \| q) \approx c\left[K L(\hat{p} \| \hat{q})+\ln \frac{c}{c^{\prime}}\right]
$$

[^1]\[

$$
\begin{equation*}
K L(\hat{p} \| \hat{q})=\int \hat{p}(u) \ln \left[\frac{\hat{p}(u)}{\hat{q}(u)}\right] \mu(d u) \tag{44}
\end{equation*}
$$

\]

From which we can observe the following properties:

- Minimizing $R(p \| q)$ is equivalent to both minimizing the self-projection of $p(u)$ and maximizing the projection of $q(u)$ on $p(u)$. When the self-projection $H(p \| p)$ is fixed at a constant, minimizing the residual projection is equivalent to maximizing $H(p \| q)$.
- The residual $p(u) \ominus q(u)$ is said to be orthogonal to $p(u)$ when the residual projection $R(p \| q)$ becomes 0 that happens when the norm of $p$ and the projection of $q$ on $p$ become the same, i.e., $H(p \| p)=H(p \| q)$.
- When $c=c^{\prime}$, the minimum value of $R(p \| q)$ is 0 which is reached if and only if $p(u)=q(u)$. Moreover, when $c=c^{\prime}=1, p(u)$ and $q(u)$ are densities and $R(p \| q)=$ $K L(p \| q)$.
From the above discussions, we see that the concepts of maximizing $H(p \| q)$ and of minimizing the residual projection $R(p \| q)$ are related, but not equivalent. Even when $c=c^{\prime}=1$, we do not have the equivalence that exists between $\Pi_{u}^{v}$ and $\Pi_{u}^{v-u}$ as given in (37), as illustrated in Fig. 5. This provides a geometry perspective on why and how the maximization of $H(p \| q)$ on a BYY system (1), which is a generalization of maximizing the projection for the co-directionality, is different from the minimization of $K L(p \| q)$ on a BYY system (1) or equivalently the maximum likelihood learning, which is a generalization of minimizing the residual projection. Moreover, the latter does not have the least complexity nature that enables the former to make model selection.

However, imposing an additional constraint that $H(p \| p)$ is fixed at a constant $H_{0}$, we have

$$
\max _{p \in P, q \in Q, \text { s.t. } H(p \| p)=H_{0}} H(p \| q) \text { is equivalent to } \min _{p \in P, q \in Q, \text { s.t. } H(p \| p)=H_{0}} K L(p \| q) .
$$

With $p(x)$ given by (28), the constraint $H(p \| p)=H_{0}$ means certain constraint imposed on $p(y \mid x)$. In these cases, (45) can also be regarded as implementing a type of constrained ML learning, which is different from those of variational approximation [36], [37] that also implements $\min _{p \in P, q \in Q} K L(p \| q)$ with $p(y \mid x)$ in a constrained structure but without requiring the constraint $H(p \| p)=H_{0}$.

$$
\begin{aligned}
& \xrightarrow[\prod_{u}^{v}]{\stackrel{\sim}{\square}} \\
& \begin{array}{ll}
\Pi_{u}^{v}=\cos \left(\theta_{u}-\theta_{v}\right) \\
\Pi_{u}^{v}=\max \text { if and only if } \theta_{u}=\theta_{v} .
\end{array} \Leftrightarrow \begin{array}{l}
\Pi_{u}^{v-u}=\|v-u\| \cos \left(\theta_{u}-\theta_{v-u}\right) \\
=\left\|e^{j \theta_{v}}-e^{j \theta_{v-u}}\right\| \cos \left(\theta_{u}-\theta_{v-u}\right)
\end{array} \quad \begin{array}{l}
\Pi_{u}^{v-u}=0 \text { if and only if } \theta_{u}=\theta_{v} .
\end{array} \\
& \begin{array}{l}
\int p(u) \mu(d u)=1, \int q(u) \mu(d u)=1 \\
H=\int p(u) \ln q(u) \mu(d u)-Z_{q}
\end{array} \quad \nLeftarrow \quad K L=\int p(u) \ln \frac{p(u)}{q(u)} \mu(d u) \\
& \max _{q} H \text { results in } q(u)=p(u) \quad \not \quad \min _{q} K \mathrm{~L} \text { results in } q(u)=p(u) \\
& \max _{p} H \text { results in } p(u)=\delta\left(u-u^{*}\right) \quad \not \quad \quad \min _{p} K \mathrm{~L} \text { results in } p(u)=q(u) \\
& \max _{p, q} H \text { results in } q(u)=p(u)=\delta\left(u-u^{*}\right) \quad \min _{p, q} K \mathrm{~L} \text { results in } q(u)=p(u)
\end{aligned}
$$

Fig. 5. Unit norm based projection: from the vector space to a functional space.

## IV. BYY Independence Learning and Factor AUTODETERMINATION

## A. BYY Independence Learning on Linear Real Factor Model

Under the constraint by (3), the BYY harmony learning by (5) is called the BYY independence learning and can be further classified into various types according to the specific differences in $p(y \mid x), q(y \mid x), q(y)$, and $p(x)$ as well as $Z_{q}$.

In this paper, we concentrate on a special class of the BYY independence learning that bases on a free Yang path and a linear Ying path $x=A y+e$ with $y$ being real and $e$ being a Gaussian noise. That is

$$
\begin{equation*}
q(x \mid y)=G(x \mid A y, \Sigma), \quad \text { and } \quad p(y \mid x) \text { is free. } \tag{46}
\end{equation*}
$$

Moreover, an additional constraint on the scaling of $y$ should be imposed since (3) remains satisfied and $q(x)$ by (4) remains unchanged under any scaling transform $\tilde{y}=D y$ with a diagonal matrix $D$. This indeterminacy can be removed by imposing the unit variance constraint $E\left(y y^{T}\right)=I$ with $E(y)=0$ because $E\left(\tilde{y} \tilde{y}^{T}\right)=D^{2} \neq I$ for any $D \neq I$. Given in (47) at the bottom of the page are three typical examples: where the Gaussian case leads to the classic factor analysis (FA) [5], [29], while the other cases can be called non-Gaussian FA [47], [49]. Also in (47), $H_{n}\left(y^{(j)}\right)$ is the $n$ th-order Chebyshev-Hermite polynomials, $\rho_{j}$ is the third-order moment of $y^{(j)}$, and $\kappa_{j}^{2} \geq 0$ is the fourth-order moment of $y^{(j)}$, and $\theta_{y}$ consists of a set of unknown parameters
$q(y)$ is given by eq. (3) with

$$
q\left(y^{(j)} \mid \theta_{y}\right)= \begin{cases}G\left(y^{(j)} \mid 0,1\right) & \text { Gaussian }  \tag{47}\\ G\left(y^{(j)} \mid 0,1\right)\left[1+\frac{\rho_{j}}{6} H_{3}\left(y^{(j)}\right)+\frac{\kappa_{j}^{2}-3}{24} H_{4}\left(y^{(j)}\right)\right] & \text { Gram-Charlier expansion } \\ \sum_{i=1}^{k_{j}} \beta_{j i} G\left(y^{(j)} \mid \mu_{j i}, \sigma_{j i}^{2}\right), \text { s.t. } E\left(y^{(j)}\right)^{2}=1 & \text { Gaussian mixture }\end{cases}
$$

shown in (48) at the bottom of the pageSince a free $p(y \mid x)$ is actually determined from $\max _{p(y \mid x)} H(p \| q)$ as in (34), we get one $y_{t}=y\left(x_{t}\right)$ per each sample $x_{t}$. For an example, at the Gaussian case in (47), we have simply
$y_{t}=\left[I+A^{T} \Sigma^{-1} A\right]^{-1} A^{T} \Sigma^{-1}\left(x_{t}-\mu\right)$ where $\mu=0$ for eq. (46).
For other cases, $y_{t}=y\left(x_{t}\right)$ is obtained via a nonlinear optimization that can be made by anyone of existing iterative algorithms, denoted as

$$
\begin{equation*}
y^{\text {new }}\left(x_{t}\right)=\operatorname{ITER}\left(y^{\text {old }}\left(x_{t}\right)\right) . \tag{50}
\end{equation*}
$$

Specific algorithms of this type are proposed [44], [48], [49]. For the Gaussian mixture case in (47), the detailed form of (50), under the name of the fixed posterior approximation in [49], consists of two steps:

$$
\begin{aligned}
\operatorname{Step}(\mathrm{a}): p_{j r} & =\frac{\beta_{j r} G\left(y^{(j)} \mid \mu_{j r}, \sigma_{j r}^{2}\right)}{\sum_{i=1}^{k_{j}} \beta_{j i} G\left(y^{(j)} \mid \mu_{j i}, \sigma_{j i}^{2}\right)} \\
b_{j} & =\sum_{r=1}^{k_{j}} \frac{p_{j r}}{\sigma_{j r}^{2}}, d_{j}=\sum_{r=1}^{k_{j}} \frac{p_{j r} \mu_{j r}}{\sigma_{j r}^{2}}
\end{aligned}
$$

$$
\operatorname{Step}(\mathrm{b}): y_{t}^{\text {new }}=\left(A^{T} \Sigma^{-1} A+\operatorname{diag}\left[\mathrm{b}_{1}, \cdots, \mathrm{~b}_{\mathrm{m}}\right]\right)^{-1}
$$

$$
\begin{equation*}
\times\left(A^{T} \Sigma^{-1} x_{t}+d\right) \tag{51}
\end{equation*}
$$

Summarizing all the above discussions and discarding certain irrelevant constant terms, and considering $p(x)$ given by (28), $H(p \| q, \theta)$ by (5) takes the following simplified form [44], [47]:

$$
\begin{align*}
H(\theta, m) & =-0.5 \ln |\Sigma|-0.5 h^{2} \operatorname{Tr}\left[\Sigma^{-1}\right]-J_{y} \\
J_{y} & =-\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m} \ln q\left(y_{t}^{(j)} \mid \theta_{y}\right) \\
\Sigma & =h^{2}+\frac{1}{N} \sum_{t=1}^{N} e_{t} e_{t}^{T} \\
e_{t} & =x_{t}-A y_{t}, y_{t}=y\left(x_{t}\right) \tag{52}
\end{align*}
$$

either without regularization via $h=0$ or with data-smoothing regularization via $h \neq 0$.

Learning by (6) can be made per each pair $x_{t}, y_{t}$ to increase this $H(\theta, m)$ via updating $q(x \mid y)$ by (46) and $q(y)$ by (47). Specifically, $q(x \mid y)$ is updated via a least mean square like algorithm as follows:

$$
\begin{align*}
A^{\text {new }} & =A^{\text {old }}+\eta e_{t} y_{t}^{T} \\
e_{t} & =x_{t}-A^{\text {old }} y_{t} \\
\Sigma^{\text {new }} & =(1-\eta) \Sigma^{\text {old }}+\eta\left(h^{2}+e_{t} e_{t}^{T}\right) \tag{53}
\end{align*}
$$

where $\eta>0$ is a given learning step size. Though in a same notation, $\eta$ is usually different for updating different types of
parameters, e.g., it may be chosen differently for updating $A$, $\Sigma$, respectively. In the rest of paper, the notation $\eta$ is always used in such a sense.

While for $q(y)$, no updating on $\theta_{y}$ is made for the Gaussian case. For the other two cases, updating on $\theta_{y}$ is made to increase $\ln q\left(y^{(j)}\right)$ as follows:

- For the Gram-Charlier expansion case, we can simply do it in a gradient ascent way

$$
\begin{align*}
g_{j} & =1+\frac{\rho_{j}^{\text {old }}}{6} H_{3}\left(y^{(j)}\right)+\frac{\kappa_{j}^{2} \text { old }-3}{24} H_{4}\left(y^{(j)}\right) \\
\rho_{j}^{\text {new }} & =\rho_{j}^{o l d}+\eta \frac{H_{3}\left(y^{(j)}\right)}{6 g_{j}} \\
\kappa_{j}^{2} n e w & =\kappa_{j}^{2} \text { old }+\eta \frac{2 \kappa_{j}^{o l d}-3}{24 g_{j}} H_{4}\left(y^{(j)}\right) . \tag{54}
\end{align*}
$$

- For the Gaussian mixture case, we have an EM-like updating as follows [49]:

$$
\begin{align*}
p_{j r} & =\frac{\beta_{j r} G\left(y^{(j)} \mid m_{j r}, \sigma_{j r}^{2}\right)}{\sum_{i=1}^{k_{j}} \beta_{j i} G\left(y^{(j)} \mid m_{j i}, \sigma_{j i}^{2}\right)}, \\
\beta_{j r}^{\text {new }} & =\left(1-\eta_{0}\right) \beta_{j r}^{\text {old }}+\eta_{0} p_{j r} \\
\hat{m}_{j r}^{\text {new }} & =m_{j r}^{\text {old }}+\eta_{0} p_{j r}\left(y^{(j)}-m_{j r}^{\text {old }}\right) \\
\hat{\sigma}_{j r}^{2 \text { new }} & =\left(1-\eta_{0} p_{j r}\right) \sigma_{j r}^{2 \text { old }}+\eta_{0} p_{j r}\left(y^{(j)}-m_{j r}^{\text {old }}\right)^{2} \\
m_{j} & =\sum_{r=1}^{k_{j}} \beta_{j r}^{\text {new }} \hat{m}_{j r}^{\text {new }} \\
\sigma_{j}^{2} & =\sum_{r=1}^{k_{j}} \beta_{j r}^{\text {new }} \hat{\sigma}_{j r}^{2} \text { new } . \tag{55}
\end{align*}
$$

In order to insure $E y^{(j)}=0, E\left(y^{(j)}\right)^{2}=1$, a normalization is followed as below:

$$
\begin{equation*}
m_{j r}^{\mathrm{new}}=\frac{\left(\hat{m}_{j r}^{\mathrm{new}}-m_{j}\right)}{\sigma_{j}} \quad \sigma_{j r}^{2}{ }^{\text {new }}=\frac{\hat{\sigma}_{j r}^{2 \mathrm{new}}}{\sigma_{j}^{2}} \tag{56}
\end{equation*}
$$

In a summary, the Ying-Yang alternative procedure by (10) takes the following detailed form given by (57) at the bottom of the next page. For a large size $N$ of samples, regularization is not necessary and thus the above Yang-step (b) can be disabled via simply setting $h=0$. For a small size $N$ of samples, a data-smoothing regularization takes its role with Yang-step (b) implemented as follows:

$$
\begin{aligned}
g_{h} & =\frac{h}{d} \operatorname{Tr}\left[\Sigma^{-1}\right]+\frac{1}{h}+\frac{h_{0}^{2}}{h^{3}} \\
h_{0}^{2} & =\frac{1}{d} \sum_{t=1}^{N} \sum_{\tau=1}^{N} p_{t, \tau}\left\|x_{t}-x_{\tau}\right\|^{2}
\end{aligned}
$$

$$
\theta_{y}= \begin{cases}\text { empty } & \text { Gaussian }  \tag{48}\\ \left\{\rho_{j}, \kappa_{j}^{2}\right\} & \text { Gram-Charlier expansion } \\ \left\{\beta_{j i}, \mu_{j i}, \sigma_{j i}^{2}\right\}, \text { s.t. } \sum_{i=1}^{k_{j}} \beta_{j i}=1,0 \leq \beta_{j i} \leq 1 & \text { Gaussian mixture }\end{cases}
$$

$$
\begin{align*}
& p_{t, \tau}=\frac{e^{-\frac{\left\|x_{t}-x_{\tau}\right\|^{2}}{2 h^{2} \text { old }}}}{\sum_{t=1}^{N} \sum_{\tau=1}^{N} e^{-\frac{\left\|x_{t}-x_{\tau}\right\|^{2}}{2 h^{2} \text { old }}}}  \tag{58}\\
& h^{2} \text { is given by either } h^{2}=\frac{2 h_{0}^{2}}{1+\sqrt{1+4 h_{0}^{2} d^{-1} \operatorname{Tr}\left[\Sigma^{-1}\right]}} \\
& \quad \text { or } h^{2 \text { old }}+\eta_{h} g_{h} \text { with a step size } \eta>0
\end{align*}
$$

where $d$ is the dimension of $x$. The details on this updating are referred to Section 2 in [46] and [48].

It should be noticed that the mechanism of automatically selecting $m$ during learning by (6) has been disabled due to the constraint $E\left(y y^{T}\right)=I$ that actually fixes the dimension $m$. With the learning by (57) made at each value of $m$ that is enumerated from a small value incrementally, an appropriate $m$ can be selected by either (7) or (9) with $J(m)$ and $m_{f}$ given by Eqn.2.(a) in Fig. 2.

## B. Decorrelated FA and Independence Embedded Decorrelated FA

The constraint $E\left(y y^{T}\right)=I$ removes the scaling indeterminacy, but unfavorably disables the mechanism of automatic selection on $m$ too. As a result, we have to compute $J(m)$ with a very expensive cost. What we really want is to remove the scaling indeterminacy but keep the automatic selection mechanism. This can be achieved via reconsidering the nature of (4) and the difference between the BYY harmony learning and the ML learning. Actually, the ML learning or equivalently the Kullback learning by (8) remains equivalent under any linear transform $\tilde{y}=B y$ since $q(x)$ by (4) remains unchanged. However the situation of the BYY harmony learning will be quite different.

We consider the following singular value decomposition

$$
\begin{align*}
& A=U D V^{T}=\sum_{j=1}^{m} d_{j} u_{j} v_{j}^{T}, \quad U=\left[u_{1}, \cdots, u_{m}\right] \\
& V=\left[v_{1}, \cdots, v_{m}\right], \quad U^{T} U=I, \quad V V^{T}=I \tag{59}
\end{align*}
$$

where $u_{j}$ is a $d$-dimension vector and $v_{j}$ is a $m$-dimension vector. It can be observed that $d_{j}=0$ means that the term $u_{j} v_{j}^{T}$ has no contribution to $A$ and thus is effectively equivalent to reduce the dimension of $m$ by 1 . However, neither the ML learning on $q(x)$ by (4) nor the BYY harmony learning via maximizing $\ln G(x \mid A y, \Sigma)$ can drive an extra $d_{j}$ toward 0 for this purpose.

Considering $\tilde{y}=D V^{T} y$, we have $A y=U D V^{T} y=U \tilde{y}$ and

$$
\begin{equation*}
E \tilde{y} \tilde{y}^{T}=D V^{T} V D=D^{2} \tag{60}
\end{equation*}
$$

Moreover, $q(x \mid y)$ by (46) and $q(y)$ by (47) have been mapped into

$$
\begin{equation*}
q(x \mid \tilde{y})=G(x \mid U \tilde{y}, \Sigma), \quad q(\tilde{y})=|D|^{-1} q\left(V D^{-1} \tilde{y} \mid \theta_{y}\right) \tag{61}
\end{equation*}
$$

on which $q(x)$ by (4) remains unchanged and thus its ML learning or equivalently the Kullback learning by (8) also remains unchanged. In the existing literature, there are efforts that preprocess input data of $x$ via prewhitening such that $E\left(x x^{T}\right)=I$ and thus a linear model $x=U y+e, U^{T} U=I$ or equivalently $G(x \mid U y, \Sigma)$ can be considered. However, in this way there is still no driving force that pushes an extra $d_{j}$ toward 0 since the ML learning is still made in these studies.

On a contrary, the BYY harmony learning on (61) will push an extra $d_{j}$ toward zero via maximizing $\ln q(\tilde{y})=$ $-\ln |D|+\ln q\left(V D^{-1} \tilde{y} \mid \theta_{y}\right)=-\sum_{j=1}^{m} \ln \left|d_{j}\right|+\ln q\left(y \mid \theta_{y}\right)$. In other words, model selection is made automatically during making parameter learning by (6).

Except for the case that $q(\tilde{y})$ is derived from $q(y)$ by (47) in the Gaussian case, the constraint by (3) becomes broken for all the other cases. What still remains to be satisfied is the constraint by (60). In other words, the components of $\tilde{y}$ remains decorrelated but are not guaranteed to be independent. Precisely, we should use the name of decorrelated FA instead of the name of independent FA on the level of $\tilde{y}$. This decorrelated FA still falls in the paradigm of the conventional FA [29]. Interestingly, this decorrelated FA with a non-Gaussian $q(y)$ by (47) implies that components of $y=V D^{-1} \tilde{y}$ will become independent. That is, an independent FA on the level of $y$ is actually embedded in this decorrelated FA on the level of $\tilde{y}$. So, we call it Independence Embedded Decorrelated FA.

Because the mapping $V D^{-1} y$ is invertible, the joint density $q(x \mid y) q(y)$ differs from $q(x \mid \tilde{y}) q(\tilde{y})$ only in $|D|$. There is no difference on getting $\tilde{y}_{t}=D V^{T} y$ either via $y_{t}$ by (49) and (50) or directly by (49) and (50) in term of $\tilde{y}$ with

$$
\begin{align*}
& \tilde{y}_{t}=\left(\Lambda^{-1}+U^{T} \Sigma^{-1} U\right)^{-1} U^{T} \Sigma^{-1}\left(x_{t}-\mu\right) \\
& \text { where } \mu=0 \text { for eq. (46). } \tag{62}
\end{align*}
$$

Corresponding to $H(p \| q)$ by (52), now we have

$$
\begin{aligned}
H(\theta, m)= & -0.5 \ln |\Sigma|-0.5 h^{2} \operatorname{Tr}\left[\Sigma^{-1}\right] \\
& -\ln |D|+\frac{1}{N} \sum_{t=1}^{N} \ln q\left(V D^{-1} \tilde{y}_{t}\right) \\
\Sigma= & h^{2}+\frac{1}{N} \sum_{t=1}^{N} e_{t} e_{t}^{T}
\end{aligned}
$$

Ying Step : (a) updating $q(x \mid y)$ by eq. (53)
(b) updating $q(y)$ by $\begin{cases}\text { do nothing, } & \text { Gaussian } \\ \text { by eq. }(54) & \text { Gram-Charlier expansion } \\ \text { by eqs. }(55) \&(56) & \text { Gaussian mixture. }\end{cases}$

Yang Step : (a) getting $y_{t}$ by eq. (49) or eq. (50)
(b) $h^{2}= \begin{cases}0, & \text { without regularization } \\ \text { updated } & \text { data-smoothing regularization. }\end{cases}$

$$
\begin{equation*}
e_{t}=x_{t}-U \tilde{y}_{t} . \tag{63}
\end{equation*}
$$

Instead of (53), $q(x \mid y)$ is now updated subject to the constraint $U^{T} U=I$ by

$$
\begin{align*}
e_{t} & =x_{t}-U^{o l d} \tilde{y}_{t} \\
g_{U} & =\frac{\partial \ln G(x \mid U \tilde{y}, \Sigma)}{\partial U} \\
& =\tilde{y}_{t} e_{t}^{T} \Sigma^{o l d}-1 \\
U^{\mathrm{new}} & =U^{o l d}+\eta_{0}\left(g_{U}^{T}-U^{o l d} g_{U} U^{\text {old }}\right) \\
\Sigma^{\text {new }} & =\left(1-\eta_{0}\right) \Sigma^{\text {old }}+\eta_{0} e_{t} e_{t}^{T} . \tag{64}
\end{align*}
$$

While for $q(\tilde{y})$, the updating on $\theta_{y}$ of $q\left(y \mid \theta_{y}\right)$ remains the same as by (54) and (55), plus $D$ and $V$ being updated as follows:

$$
\begin{align*}
V^{\text {new }} & =V^{\text {old }}+\eta\left(g_{V}-V^{\text {old }} g_{V}^{T} V^{\text {old }}\right) \\
D^{\text {new }} & =\left\{\left(1-\eta_{0}\right) I-\eta_{0}\left(\operatorname{diag}\left[V^{T} \phi\left(y_{t}\right) y_{t}^{T} V\right]\right\} D^{\text {old }}\right. \\
g_{V} & =\frac{\partial \ln q\left(V D^{-1} \tilde{y}_{t} \mid \theta_{y}\right)}{\partial V} \\
& =\phi\left(y_{t}\right) y_{t}^{T} V \\
y_{t} & =V D^{-1} \tilde{y}_{t} \\
\phi\left(y_{t}\right) & =\frac{\partial \ln q\left(y \mid \theta_{y}\right)}{\partial y} \tag{65}
\end{align*}
$$

Similar to $U$, the updating on $V$ is made under the constraint $V^{T} V=I$. In addition to updating as in (64) and (65), $U$, $V$ may also be updated by other orthogonal flow algorithms [47]. The above updating on $D$ comes from $D^{-1} g_{D} D^{-1}=$ $D^{-1}\left(\partial \ln q\left(V D^{-1} \tilde{y}_{t} \mid \theta_{y}\right) / \partial D\right) D^{-1}=-\operatorname{diag}\left[V^{T} \phi\left(y_{t}\right) \tilde{y}_{t}^{T}\right]$ and $D^{\text {new }}=D^{o l d}-\eta_{0}\left(\operatorname{diag}\left[V^{T} \phi\left(y_{t}\right) y_{t}^{T} V\right]+I\right) D^{o l d}$.

In a summary, the Ying-Yang alternative procedure by (57) now takes the following detailed form:

Ying Step : (a) updating $q(x \mid y)$ by eq. (64)
(b) updating $q(y)$ same as in eq. (57) and update $V$ and $D$ by eq. (65)
(c) If $d_{j}^{2}$ tends to 0 constantly, discard $y^{(j)}$ and all the parameters related to $y^{(j)}$.
Yang Step : $(a) \&(b)$ same as in eq. (57).
Being different from the procedure by (57) and those existing FA algorithms [29], [35], [55], the procedure by (66) makes parameter learning with appropriate factors selected automatically via Ying-step (c) in help of the least complexity nature of the BYY harmony learning that pushes the corresponding variance $d_{j}^{2}$ toward zero.

In some special cases, we have $V=I$ and the procedure by (66) can be simplified correspondingly.

Finally, it should be noted that it is $y_{t}$ but not $\tilde{y}_{t}$ acts as the recovered independent factors. That is, the mapping $x_{t} \rightarrow y_{t}$ performs the ICA under the noise $e_{t}$.

## C. Determination of Module Number of Each Dimensional Representation

For the first two cases of $q\left(y^{(j)} \mid \theta_{y}\right)$ in (47), the representation scale of $y$ is fully specified by the determination of the dimension $m$. However, for the third case, the determination of the dimension $m$ has only completed a part of model selection
task, since the number $k_{j}$ of modules in each dimension, i.e., the number $k_{j}$ of Gaussians in each scalar Gaussian mixture, has not be discussed yet. These $\left\{k_{j}\right\}$ can also be determined via considering the structure of the representation space of $y$.

The inner representation by (3) can be regarded as a degenerated case of a joint real-discrete inner representation $q(y, \ell)=q(\ell) \prod_{j=1}^{m_{\ell}} q\left(y^{(j)} \mid \ell\right)$ in place of $y$, with $\ell$ taking a finite number of integers. That is, we have a $\Sigma-\Pi$ type of $q(y)=\sum_{\ell=1}^{k} q(\ell) \prod_{j=1}^{m_{\ell}} q\left(y^{(j)} \mid \ell\right)$. As shown in [48], this type of $y$-representation will lead us to various local extensions of independent analysis.

The inner representation by (3) with $q\left(y^{(j)} \mid \theta_{y}\right)$ being the third case in (47) can be regarded as a degenerated case of the following joint real-discrete inner representation:

$$
\begin{align*}
q(y, \ell) & =\prod_{j=1}^{m} q\left(y^{(j)}, \ell^{(j)}\right) \\
q\left(y^{(j)}, \ell^{(j)}\right) & =q\left(y^{(j)} \mid \ell^{(j)}\right) q\left(\ell^{(j)}\right) \\
y & =\left[y^{(1)}, \cdots, y^{(m)}\right] \\
\ell & =\left[\ell^{(1)}, \cdots, \ell^{(m)}\right] \\
\ell^{(j)} & =1, \cdots, k_{j} . \tag{67}
\end{align*}
$$

That is, we have a $\Pi-\Sigma$ type of

$$
\begin{equation*}
q(y)=\prod_{j=1}^{m} \sum_{\ell^{(j)}=1}^{k_{j}} q\left(y^{(j)} \mid \ell^{(j)}\right) q\left(\ell^{(j)}\right) \tag{68}
\end{equation*}
$$

which returns to (3) with $q\left(y^{(j)} \mid \theta_{y}\right)$ being the third case in (47) when

$$
\begin{align*}
& q\left(y^{(j)} \mid \ell^{(j)}\right)=G\left(y^{(j)} \mid \mu_{j i}, \sigma_{j i}^{2}\right) \\
& q\left(\ell^{(j)}=i\right)=\beta_{j i}, \quad \beta_{j i} \geq 0, \quad \sum_{i=1}^{k_{j}} \beta_{j i}=1 \tag{69}
\end{align*}
$$

With the above $q(y, \ell)$ replacing $q(y)$ in (5), it follows from (34) and (52) that:

$$
\begin{aligned}
J_{y}= & -\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m} \ln q\left(y_{t}^{(j)}, \ell_{t}^{(j)}\right) \\
= & -\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m}\left[\ln q\left(y_{t}^{(j)} \mid \ell_{t}^{(j)}\right)+\ln q\left(\ell_{t}^{(j)}\right)\right] \\
y_{t}= & {\left[y_{t}^{(1)}, \cdots, y_{t}^{(m)}\right] } \\
\ell_{t}= & {\left[\ell_{t}^{(1)}, \cdots, \ell_{t}^{(m)}\right] } \\
{\left[y_{t}, \ell_{t}\right]=} & \arg \max _{\{y, \ell\}}\left\{\ln q\left(x_{t} \mid y\right)\right. \\
& +\sum_{j=1}^{m}\left[\ln q\left(y^{(j)} \mid \ell^{(j)}\right)\right. \\
y_{t}= & y_{\ell_{t}}\left(x_{t}\right) \\
y_{\ell}\left(x_{t}\right)= & \left.\arg \max _{y}\left[\ln q\left(\ell^{(j)}\right)\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
& \ell_{t}=\arg \max _{\ell}\left\{\ln q\left(x_{t} \mid y_{\ell}\left(x_{t}\right)\right)\right. \\
& +\sum_{j=1}^{m}\left[\ln q\left(y_{\ell}^{(j)}\left(x_{t}\right) \mid \ell^{(j)}\right)\right. \\
& \left.\left.+\ln q\left(\ell^{(j)}\right)\right]\right\} . \tag{70}
\end{align*}
$$

For (69), instead of using an iterative algorithms as in (50), the above maximization for $y_{\ell}\left(x_{t}\right)$ is a quadratic optimization that can be analytically solved as follow:

$$
\begin{align*}
y_{\ell}\left(x_{t}\right) & =\left[\Lambda_{\ell}^{-1}+A^{T} \Sigma^{-1} A\right]^{-1}\left[A^{T} \Sigma^{-1} x_{t}+\Lambda_{\ell}^{-1} \mu_{\ell}\right] \\
\mu_{\ell} & =\left[\mu_{1 \ell(1)}, \cdots, \mu_{m \ell(m)}\right]^{T} \\
\Lambda_{\ell} & =\operatorname{diag}\left[\sigma_{1 \ell(1)}^{2}, \cdots, \sigma_{m \ell(m)}^{2}\right] \tag{71}
\end{align*}
$$

Then, $\ell_{t}$ is given via the discrete optimization by the last line in (70).

The learning is still made by (57) with

$$
\begin{align*}
\text { for } j= & 1, \cdots, m \\
p_{j i}= & \begin{cases}1, & \text { if } i=\ell_{t}^{(j)} \\
0, & \text { otherwise },\end{cases} \\
& \text { and update all of } \beta_{j i}, \mu_{j i}, \sigma_{j i}^{2} \\
& \text { by eq. (55) and eq. (56) } \tag{72}
\end{align*}
$$

which is implemented at each setting of $m,\left\{k_{j}\right\}_{j=1}^{m}$ that are enumerated from small values incrementally, then an appropriate $\mathbf{m}=\left\{m,\left\{k_{j}\right\}\right\}$ can be selected by (7) or (9) with $J(\mathbf{m})$ and $m_{f}$ given by Eqn.2.(c) in Fig. 2.

To make learning with automatic selection on $m,\left\{k_{j}\right\}_{j=1}^{m}$, corresponding to (61) with $y=V D^{-1} \tilde{y}$ we can also get (63) modified into

$$
\begin{align*}
& H\left(\theta, m,\left\{k_{j}\right\}_{j=1}^{m}\right)=-0.5 \ln |\Sigma|-0.5 h^{2} \operatorname{Tr}\left[\Sigma^{-1}\right] \\
& \quad+\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m} \ln \left[\beta_{j \ell_{t}^{(j)}} G\left(\tilde{y}_{t}^{(j)} \mid \tilde{\mu}_{j \ell_{t}^{(j)}}, \tilde{\sigma}_{j \ell_{t}^{(j)}}^{2}\right)\right] \tag{73}
\end{align*}
$$

with $\Sigma$ as in (63) and $y_{t}$ and $\ell_{t}$ as in (70).
In implementation, we modify (66) as follows:
Ying Step : (a) $U, \Sigma$ are still updated by eq. (64)
(b) with $p_{j i}$ by eq. (72), update all of $\beta_{j i}$ $\mu_{j i}, \sigma_{j i}^{2}$ by eq. (55) and eq. (56), update $V$ still by eq. (65) with $\phi\left(y_{t}\right)$ taking a simple form $\phi\left(y_{t}\right)=-\tilde{\Lambda}_{\ell_{t}}^{-1}\left(y_{t}-\tilde{\mu}_{\ell_{t}}\right)$
(c) If $\beta_{j i}$ tends to 0 constantly, discard the corresponding $G\left(\tilde{y}^{(j)} \mid \tilde{\mu}_{j i}, \tilde{\sigma}_{j i}^{2}\right)$, If
$\beta_{j i}=1$ and $\tilde{\sigma}_{j i}^{2}$ tends to 0 constantly, discard the dimension $y^{(j)}$ and all the parameters related to $y^{(j)}$.
Yang Step : get $\ell_{t}$ by the last line in eq. (70) and get $y_{\ell}\left(x_{t}\right)$ by eq. (71) then make ( $b$ ) sameas in eq. (57).

## V. EXPERIMENTS

Experiments are made on comparing the non-Gaussian factor analysis (NFA) and the EM based exact ML learning algorithm [31] that is called independent factor analysis (IFA) in [6].

By the IFA, the product of $q\left(y^{(j)}\right)$ by a Gaussian mixture as in (47) is used via introducing a set of random variable $z^{(j)}$, $j=1, \cdots, m$ such that the product of $m$ summations in (3) is equivalently exchanged into a summation of $\prod_{j} n_{j}$ products. As a result, the integral in (4) becomes a summation of the $\prod_{j} n_{j}$ analytically computable integrals on Gaussians and thus $q(x)$ becomes a mixture of $\prod_{j} n_{j}$ Gaussians. Thus, they were able to implement the ML learning on $q(x)$ with the EM algorithm. At each step, however, a summation of $\prod_{j} n_{j}$ terms has to be computed. The complexity increases exponentially with the number $m$ of factors, i.e., $O\left(n^{m}\right)$ with $n=\max _{j} n_{j}$.

In contrast, for the NFA by (57) on a Gaussian mixture, the integral is replaced by finding $y_{t}$ via a nonlinear optimization by (50) and (51) (NFA-O) with its complexity being considerably less, in comparison of making the integral in getting $q(x)$. Moreover, we usually need only a few iterations by (50) instead of waiting it to converge.

We consider data sets from a model $x=A y+e$ with $y$ consisting of four, six, and eight factors, respectively. One half of factors are from uniform distribution (sub-gaussian) while the other half are from standard log-normal distribution (supergaussian). Also, $e$ is randomly generated from $G(e \mid 0,0.04 I)$, where $I$ denotes a unit matrix.

With each Gaussian mixture by (47) consisting of three gaussian components, both the NFA-O and IFA work well. Shown in Fig. 6 are the recovered factors of a 4-factor model in comparison with the corresponding original sources, respectively. Shown in Fig. 7(a) are the MSEs between the recovered factors and the original factors. Moreover, shown in Fig. 7(b) are the corresponding time complexities by NFA-O and IFA. As the number $m$ of factors increasing from 4 to 6 , the time used by NFA-O increases from 36.63 s to 58.86 s (about $(6 / 4)=1.5$ times) while that consumed by IFA increases from 76.25 s to 646.4 s (about $3^{(6-4)}$ times). We get a similar situation as $m$ increases from 6 to 8 . That is, we found empirically that the time complexity of NFA-O increases linearly with the number $m$ of factors while IFA increases exponentially with $m$. In other words, with a similar or even improved performance, NFA-O outperforms IFA significantly in the aspect of computing complexity.

Furthermore, on a set of data that consists of 50 samples of five-dimension generated from two sources of uniform distributions (sub-gaussian) and two sources of log Gaussian distribution (super-gaussian), with noise $e$ generated from a gaussian $G(e \mid 0,0.01 * I)$. We perform the NFA learning by (57) on the Gaussian mixture case with $h=0$ and $m$ increased from 1 to 6. Shown in Fig. 8(a) is the obtained $J(m)$ given by Eqn.2.(c) in Fig. 2. We observe that the minimum corresponds to 4. That is, the correct number of factors has been detected. In contrast, the number $m$ of factors has to be pregiven for the IFA learning [6], [31].


Fig. 6. Snapshots of one of the four factors, with "*" for the recovered and " $o$ " for the original. The top for IFA, the middle for NFA by (57) via optimization in help of (50) and (51), (NFA-O); and the bottom for NFA by (57) via (71) analytically in help of (70) and (72)(NFA-A).

| Factor | NFA-A | NFA-O | IFA |
| :--- | :---: | :---: | :---: |
| 1 | .0369 | .0379 | .0426 |
| 2 | .0401 | .0299 | .0292 |
| 3 | .0446 | .0336 | .0400 |
| 4 | .0189 | .0245 | .0344 |
| Mean | .0351 | .0315 | .0366 |

(a)

(b)

Fig. 7. Comparisons between NFA and IFA. (a) On the MSEs between the recovered factors and the original factors. (b) On time complexity.

Also, we perform the NFA learning by (66) on the Gaussian mixture case with $h=0$ and $k_{j}=3$ for all $j$, for parameter learning with automatic model selection. Initially, we set $D^{2}=\operatorname{diag}[6.99, .89, .62, .18, .12]$. As learning tends to converged, we get $\left.D^{2}=\operatorname{diag}[7.84, .85, .42, .36, .002]\right)$ such that a correct number of 4 factors has been automatically determined during learning.

For the NFA learning by (57) with $q(y)$ given by (3) and (47) as in Section IV-A, each $k_{j}$ has to be known and prefixed, which however is usually difficult to know in advance. We can also select appropriate $\mathbf{m}=\left\{m,\left\{k_{j}\right\}\right\}$ by (7) with $J(\mathbf{m})$ given by Eqn.2.(c) in Fig. 2. Illustrated in Fig. 8(b) is an example that is an counterpart of Fig. 8(a), under the setting $h=0$ and
$k=k_{1}=k_{2}=\ldots=k_{m}$ for simplicity. It can be observed that the minimum is correctly found at $m=4$ and $k=3$. If we do not impose $k=k_{1}=k_{2}=\ldots=k_{m}$, the cost of searching a minimum of $J\left(m,\left\{k_{j}\right\}\right)$ will be very expensive and also increases exponentially with $K_{R}$, where $K_{R}$ is the maximum upper bound that every $k_{j}$ has to be enumerated.

The problem is tackled by the NFA learning by (57) with $q(y, \ell)$ given by (67) and (69) as in Section IV-C. In implementation, the process of finding $y_{t}$ be made via (71) analytically in help of (70) and (72) (NFA-A). To get an insight on this replacement, shown in Fig. 6 are the results of NFA-A in a comparison with the results of NFA-O. It can be observed that a similar or slightly improved performance is achieved by NFA-A.


Fig. 8. Model selection via criteria. (a) On the factor number; (b) on both the number of factors and the number of Gaussian components for each factor.

Learning has also be implemented by (66) with automatic model selection. We initialize $m=5$ and $k_{j}=4, j=1, \ldots, 5$ with the initial $D^{2}=$ $\operatorname{diag}[8.37,0.86,0.40,0.21,0.11]$. As the learning converged, we get $D^{2}=\operatorname{diag}[7.96,0.87,0.38,0.34,0.001]$ such that the number $m$ is automatically determined as 4 , during which $k_{1}$, $k_{2}$, and $k_{4}$ are automatically determined as 3 by observing one $\beta_{j i}$ tending to 0 constantly while $k_{3}$ is automatically determined as 2 with two $\beta_{3_{i}}$ tending to 0 during the learning. The results are consistent with that obtained in Fig. 8(b).

## VI. CONCLUSION

The ability of the BYY harmony learning for model selection and regularization is reexamined from both an information theoretic perspective and a generalized projection geometry perspective. Comparative discussions are made on its relations and differences from the studies on MML/MDL, Bayesian approach, the bit-back based MDL, maximum likelihood, AIC, information geometry, Helmholtz machine, and variational approximation. Moreover, new algorithms are proposed for implementing Gaussian FA and non-Gaussian FA, such that appropriate factors is determined during learning.
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