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Scheduling and data layout policies
for a near-line multimedia storage architecture

Siu-Wah Lau, John C.S. Lui

Department of Computer Science and Engineering, The Chinese University of Hong Kong, Hong Kong

Abstract. Recent advances in computer technologies havelisks as the primary storage. In [2, 7], issues such as real-
made it feasible to provide multimedia services, such adime playback of multiple audio channels have been studied.
news distribution and entertainment, via high-bandwidth netdn [17], the author presented a technique for storing video
works. The storage and retrieval of large multimedia objectsand audio streams individually on magnetic disk. The same
(e.g., video) becomes a major design issue of the multimediauthor proposed in [16] techniques for merging storage pat-
information system. While most other works on multimedia terns of multiple video or audio streams to optimize the disk
storage servers assume an on-line disk storage system, vgpace utilization and to maximize the number of simultane-
consider a two-tier storage architecture with a robotic tape li-ous streams. In [9], a performance study was carried out on
brary as the vast near-line storage and an on-line disk systeia robotic storage system. In [4, 5], a novel storage structure
as the front-line storage. Magnetic tapes are cheaper, modnown as the staggered striping technique was proposed as
robust, and have a larger capacity; hence, they are moran efficient way for the delivery of multiple video or audio
cost effective for large scale storage systems (e.g., videoebjects with different bandwidth demands to multiple display
on-demand (VOD) systems may store tens of thousands ddtations. In [8], a hierarchical storage server was proposed
videos). We study in detail the design issues of the tape sulto support a continuous display of audio and video objects
system and propose some novel tape-scheduling algorithmfer a personal computer. In [11], the authors proposed a
which give faster response and require less disk buffer spaceost model for data placement on storage devices. Finally,
We also study the disk-striping policy and the data layouta prototype of a continuous media disk storage server was
on the tape cartridge in order to fully utilize the throughput described in [12].

of the robotic tape system and to minimize the on-line disk It is a challenging task to implement a cost-effective
storage space. continuous multimedia storage system that can store many
large multimedia objects (e.g., video), and at the same time,
can allow the retrieval of these objects at their playback
bandwidths. For example, a 100-min HDTV video requires
at least 2 MB/s display bandwidth and 12 GB of storage
[3]. A moderate size video library with 1000 videos would
then require 12 TB storage. It would not be cost-effective to
implement and manage such a huge amount of data all on
the magnetic disk subsystem. A cost-effective alternative is

In the past few years, we have witnessed tremendous aip store these multimedia objects permanently in a robotic

vances in computer technologies, such as storage archite ape library and use a pool Of. magnetic disks, such as disk
tures (e.g. fault-tolerant disk arrays and parallel /O archi-2"8yS [15], forbuffering and distribution In other words,
tectures), high-speed networking systems (e.g., ATM switch-the multimedia ObJeCtS re3|qe permanently on tapes, and are
ing technology), compression and coding algorithms, Theséoaded onto the disks for delivery when requested by the cﬁsk
advances have made it feasible to provide multimedia serzSrVer. To reduce the tape access delays, the most actively

vices, such as multimedia mail, news distribution, advertise-26ceSsed videos would also be stored in the disks on a long-

ment, and entertainment [10], via high bandwidth networks.te”.n .bas!s. The disk array functions asaehefor the ObJeCtS.
esiding in the tape library, as well as a buffer for handling

Consequently, research in multimedia storage system has re:- . . . : -
ceived a lot of attention in recent years. Most of the recentob?ebcetlgdw'dth mismatch of the tape drive and the multimedia
research works have emphasized the investigation of the de- Given the above architecture, this paper aims at the de-

sign of multimedia storage server systems with magnetlcsign of a high-performance storage server with the following
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Fig. 1. Cost-effective multimedia
storage server

— Minimal disk buffer space between the robotic tape li- media objects. In Sect. 6, we discuss the performance study,
brary and the parallel disk array. Disk space is requiredand lastly the conclusion is given in Sect. 7.
for handling the bandwidth mismatch of large multime-
dia objects, such as video or HDTV, and the tape sub- _ _ )
system. 2 Multimedia storage system architecture

= Minimal response time for the request to the mult|med|a0ur multimedia storage system consists of a robotic tape li-
storage system. The response time of a request to a Iarg(()a

multimedia object can be greatly reduced by organizing rary and a parallel disk array. The robotic tape library has
the display unit, the network device, the parallel disk & robotic arm, multiple tape drives, tape cartridges on which

and the robotic tape library as a pipeline such that dat mult|me_d|a objects re§|de, anq tape cfartndge storage ce_lls
flows at the continuous rate of the display bandwidth of%r placm_g tape cartndges. Figure 1 lllustrates the arch_|-
the multimedia object along the pipeline. Since multi- tectural view of the multimedia storage server. The robotic

: arm, under computer control, can load and unload tape car-

media objects reside In the tape subsystgm, to mInImIZ(:I’ridges. To load a tape cartridge into a tape drive, the system
the system response time, we have to minimize the tap erforms the following steps
X .

subsystem response time. Throughout this paper, the ta|
subsystem response time is defined as the arrival time ofl. Wait for a tape drive to become available.
the first byte of data of a request to the disk array minus 2. If a tape drive is available but occupied by another tape
the arrival time of the request to the multimedia storage  (e.g. this is the tape that was uploaded for a previous
system. request), eject the tape in the drive and unload this tape
— Maximal bandwidth utilization of the tape drives. The to its storage cell in the library. We call these operations
current tape library architectures usually have few tape thedrive ejectoperation and theobot unloadoperation,
drives. Hence, the bandwidth utilization of tape drives is  respectively.
a major factor of the average response time and through-3. Fetch the newly requested tape from its storage cell and
put of the storage server. A better utilization of the band-  load it into the ready tape drive. We call these operations
width of tape drives means a higher throughput of the  the robot load operation and thalrive load operation,
tape subsystem. respectively.

The contribution of this paper is twofold. First, we pro- When a multimedia object is requested, the multimedia
pose a novel scheduling approach for the tape subsystemobject is first read from the tape and stored in the disk drives
and we show that the approach can reduce the system reia the memory buffer and the CPU. Then the multimedia
sponse time, increase the system throughput and lower thebject is played back by retrieving the data blocks of the
disk buffer requirement. Secondly, we study the disk blockmultimedia object from the disk drives, at a continuous rate
organization of the disk subsystem and show how it can bef the object bandwidth, into the main memory, while the
incorporated with the tape subsystem to support concurrergtorage server sends the data blocks in the main memory
upload and playback of large multimedia objects. to the playback unit via the network interface. Frequently

The organization of the paper is as follows. We de-accessed multimedia objects candaehedn the disk drives
scribe the architecture of our multimedia storage system antb reduce tape access and improve system response time as
present the tape subsystem scheduling algorithms in Sects.ell as throughput.
and 3, respectively. Then, we discuss the disk buffer re- We define the notations for the robotic tape library in
quirement for supporting various tape subsystem schedulingable 1. These notations are useful for the performance study
algorithms in Sect. 4. In Sect. 5, we describe the disk blockin later sections.
organization and the data layout on the tape cartridge for It is important to point out that the parameter values
supporting concurrent upload and playback of large multi-of a robotic tape library can vary greatly from system to
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Request 1 Request 2
L [°] & | 18 [4]10]10]5] & |
‘ L |D| Transfer | R |E | U | L ’ D‘ Tran)sfer |
2 L =robot load, D = drive load, R = drive rewind, E = drive eject, U = robot unload
Request 1 Request 2

|2 ]° 2 |40 ]w0]5] % |0 ]w]5]

‘ L |D| Tra)n)sfer |E| U | L |D| Tr:n)sfer |E| U | L |D|

3 L = robot load, D = drive load, R = drive rewind, E = drive eject, U = robot unload

Fig. 2. the conventional tape scheduling algorithm
Fig. 3. The time-slice tape scheduling algorithm

Table 1. Notations used for the robotic tape library

algorithm performs reasonably well when the tape drive has

N, number of robotic arms a bandwidth lower than the display bandwidth of the mul-
Ny number of tape drives timedia objects being requested. However, the conventional
? g:xz E’Z‘Sﬁ:‘%’i algorithm would not result in the good request response time
Tj tape r ejwin d time when the tape dnvg bandW|d_th is the tot_al display bandwidth
T, robot load or unload time of two or more objects. To illustrate this, suppose the tape
B; tape drive transfer rate library is an Ampex DST80bwith one tape drive. Consider
B4(0) display bandwidth of objeaD the situation in which two requests for 100 min of different

S(0)  size of objectO HDTV video objects, each with a display bandwidth of 2

MB/s. These two requests arrive at the same time when the

Table 2. Typical parameter values of two commercial storage libraries tape drive is idle. The video object size is equal to the dis-

Parameter Exabyte120  Ampex DST800 play duration times the display bandwidth, which is equal
N, 1 1 to 100x 60 x 2 MB = 12000 MB. With the conventional

Ni lto4 lto4 algorithm, the transfer of the first request starts after a robot
averagefl; §5-4 i load operation and a drive load operation. The response time
;Ve(rffggpe) 7%533 1;_13 s of the first request isT, + T; = 15 s . However, the second
averager, 45 s 15s request will have to wait for the complete transfer of the first
Tu 22's <10s multimedia object request, rewinding that tafie)( ejecting

By 0.47 MB/s  14.5 MBI/s that tape from the drivel(), and unloading that tape from
Number of tapes 116 256 the tape drive to its cell by the robof’(). Then the robot
Tape capacity 5GB 25GB

can load the newly requested taf#®,) and load it into the
tape drive {;). The response time of the second request is:

system. For instance, Table 2 shows the typical numbers for 7. 47 + 12000145 +T, + T, + 2+ T, + T, = 885 s.
two commercial storage libraries.

Hence, the average response time of the two requests is 450
S. This scenario is illustrated in Fig. 2.

The major problem about the conventional algorithm is
that multiple requests can arrive within a short period of
In this section, we describe several tape drive SChedU"ngime and the average request response time is Signiﬁcanﬂy
algorithms for our multimedia storage system. A typical increased due to the large service time of individual requests.
robotic tape library has one robot arm and a small num-Since the tape drive of the Ampex system is several times
ber of tape drives. A request to the tape library demandshe display bandwidth of the multimedia objects, the tape
reading (uploading) a multimedia object from a tape car-drive can serve the two requests in a time slice manner such
tridge. The straight-forward algorithm or the conventional that each request receives about half the bandwidth of the
algorithm to schedule a tape drive is to serve requests ongpe drive.
by one, i.e., the tape drive reads the whole multimedia object ~ Suppose the tape drive serves the two requests in a time-
of the current request to the disk array before reading thejice manner with a transfer period of 300 s as illustrated in
multimedia object of the next request in the queue. Sincerig. 3. The two objects are being uploaded into the disk array

the number of tape drives is small and the reading time ofat an average rate of 6.5 MB?s From Fig. 3, the response
a multimedia object is quite loAga new request will often

have to wait for an available tape drive. The conventional

3 Tape subsystem and scheduling algorithms

2 The parameter values are in Table 2

3 The overhead of tape switch is approximately 10% of the transfer time.
11t takes 1200 s to upload a 1-h HDTV video object by a tape drive Hence, the effective bandwidth of the tape drive is 13.05 MB/s or 6.5 MB/s

with 6 MB/s bandwidth for each object
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time of the first and second request &tg+7; = 15 s and  for the tape subsystem and, (2) where there are multiple tape
T,+71;,+300+7, +T, +T, +1; = 344 s respectively. drives in the tape subsystem.
Hence, the average response time is (15 +)342 s = . . . . .
179.5 s or an improvement of 60%. We argue that the times"ﬂ'gl.e tape drlve..The |mplementat|on of the conventional
slice scheduling algorithm can be implemented with Sma"algorlthms is straight-forward:
overheads. In some tape systems, for instance, the D2 tap@gcedure conventional():
used in the Ampex robot system, have the conceooes  begin
[1]. Zones are the places on the tape where the tapérifin while true do
to when we stop reading from the tape. The function of the ~ begin )
zone is that the tape drive can start reading from the zone if (there is no ready requestjen
o T wait for a ready request;

rather t_han rewinding to the b_eglnmng of the tape when the get a ready request from the request queue;
tape drive reads the tape again. serve the request;

The time slice algorithm has the following advantages. end;

— The average response time is greatly improved in Iightend’
load conditions.

— In the case that the request of a multimedia object can b#Multiple tape drives. The implementation of the conven-
canceled after uploading some or all parts of the objectional algorithms consists of several procedures. The proce-
into the disks (e.g., customers may want to cancel thedurerobot is instantiated once and proceduape is in-
movie due to emergency or the poor entertainment valuestantiatedV, times, where each instance of procediage
of the movie), the waste of tape drive bandwidth for corresponds to a physical tape drive and each instance has
uploading unused parts of multimedia objects is reducedan unique ID.

— The time slice algorithm requires less disk buffer space _
than the conventional algorithm. The discussion of diskgre‘;ﬁd“re conventional()
buffer space requirement is given in Sect. 4. run robot() as a process:

for i := 0 to NUM TAPE -1do

However, the time slice algorithm requires more tape . ,
run tape(i) as a process;

switches and therefore has a higher tape switch overhea‘gw;
and a higher chance of robot arm contention. Our goal is to
study several versions of the time slice scheduling algorithnprocedure robot();
which can minimize the average response time of requestsegin

to the multimedia storage system and, also, find the point While true do
of switch from the time slice algorithm to the conventional 29"

. . . . [* accept new request */
tape- scheduling algorithm. In the rest of this section, we if (a reguest is rgadand

begin
get a request from the request queue;

3.1 Conventional algorithms send the request to an idle tape drive;

end
The conventional algorithm is any non-preemptive schedul- elseif (an available drive is occupieden
|ng a|gOI’Ithm, SUCh as the fIrSt-Come-flrSt-Served (FCFS) al' perform the drive unload Operation
gorithm. As each request arrives, the request joins the re- and the robot unload operation;
guest queue. A request in the request queue is said to be else
readyif the tape cartridge of the request is not being used to wait for a ready request

serve another request. The simplest scheduling algorithmis or an occupied available drive;

the FCFS algorithm. The FCFS algorithm selects the oldest, ;"
ready request in the queue for reading when a tape drive is
available. A disadvantage of the FCFS algorithm is that theprocedure tape(nteger id);
response time of a short request can be greatly increased tpggin
any preceding long requests [18]. while true do
Another possible conventional algorithm is the shortest- 29" i y bot arm:
job-first (SJF) algor_ithm. The SJF algorithm improves_ the ;vgveotrhg :ggﬂgzt; rom Tobot arm:
average response time by serving the ready request with the eng;
shortest service time, where the service time of a request iend;
the time required to complete the tape switch, the data trans-
fer, and the tape rewind operation of the request. However,
a risk of using the SJF algorithm is the possibility of star-
vation for longer requests as long as there is steady suppl$.2 Time slice algorithms
of shorter requests.
The implementations of the FCFS and SJF algorithmsThe time slice algorithms classify requests into two types: (1)
are similar. We have to separate the implementation into twaon-active requests and (2) active requests. Newly arrived
cases: (1) where there is only a single tape drive availableequests are first classified as non-active requests and put into
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the request queue. A non-active request is said to be readye algorithm is defined as:

when the tape cartridge is not being used for serving another

X . nH
request. Active requests are those requests being served ly=1 — __, Q)
the tape drive in a time slice manner. D=1 5i

Since the time slice algorithms are viable only if the tape ~ When the system is lightly loaded, the tape drive can
switch overhead is small, we restrict that the tape rewind opserve at least one more request in addition to the currently
eration to be performed when a request has been completelyctive requests, the average response time is reduced for a
served and the tape search operation is performed only &maller time slice, because a new arrival is less likely to
the beginning of the service of a request. This implies thathave to wait for a long period. However, a smaller time
two requests of the same tape cannot be served concurrentlglice means that a smaller number of active requests can be
Note that the chance of having two requests of the same tapgerved simultaneously, thereby increasing the chance that a
in the system is very small, because (1) the access distribinewly arrived request has to wait for the completion of an
tion of objects is highly skewed, since video rental statisticsactive request. Therefore, different time slices or different
suggest some highly skewed access distributions, such as tlgficiencies of the time slice algorithm are required to opti-
80/20 rule, in which 80% of accesses go to the most populafize the average response time at different load conditions.
20% of the data [6] and, (2) frequently accessed objects argo simplify our discussion, we assume each request has the

kept in the disk drives. same time slice in the rest of the paper, unless we state
The tape switch time is equal to the total time to completegtherwise.

a tape drive eject operation, a robot unload operation, a robot  The specification of the RR algorithm is:

load operation, a tape drive load operation and a tape search, _ ) ) _

operation. In the remainder of the paper, welleto be the ~ >imple RR Algorithm. The algorithm assigns each active

maximum tape switch time. The time slice algorithms break"®duest a time slice period af > H s which has to satisfy

a request into many tasks, each with a unique task numbef€ following conditions.

Each task of the same request is served separately in theondition 1. The tape drive serves requeBts..., R, in a

order of increasing task number. Each request is assigned round-robin manner with a time slice period of
a time slice,s, which is the maximum service time of a s S.
task of the request. The service time of a task includes theondition 2. In each time slice period, the available time for
time required for the tape switch and the data transfer of data transfer iss— H if the task being served is
the task. For the last task of a request, the service time not the last task of an active request, otherwise,
also includes the time required for a tape rewind operation. the available time for data transfer is— H—
There are many possible ways to serve several requests in the rewind time of the tape.
a time slice manner. We concentrate on two representativeondition 3. RequesR,.+1 which is the oldest ready non-
time slice algorithms: theound-robin (RR) algorithm and active request becomes active if
the least slack(LS) algorithm.

=B o ax (B0}

(n+1)s —imdome U 0Nt

3.2.1 Round-robin algorithm The straight-forward implementation of the simple RR

algorithm is to consider whether more active requests can
be served concurrently at the end of a service round, i.e.,
the algorithm evaluates Condition 3 at the end of each ser-
. . X vice round. We call this implementation the RR-1 algorithm.

be the video objeqt reqqested @ for ¢ = 1,..,m. Let Again, we separate the implementation into two cases: (1)
S1;---58n be the time slices assigned #®, ..., Ry, re- where there is only a single tape drive in the tape subsys-
spectively. (%em, and (2) where there are multiple tape drives in the tape

In this section, we formally describe the RR algorithm.
Let Ry,..., R, be the active requests ait),+1, ..., R,
be the ready non-active requests, whete> n. Let O;

With the RR algorithm, the active requests are serve ubsystem.
in an RR manner. In each round of service, one task o
each active request will be served. The active requests ar8ingle Tape Drive
served in the same order in each round of service. In order tgrocedure RR-1():
satisfy the bandwidth requirement of active requBstthe  pegin

average transfer bandwidth allocated @y must be geater while true do
than or equal to the bandwidth d@®;. Formally speaking, begin _ _
the bandwidth requirement dt; is satisfied if if (there is no active request
and ready non-active requesiien
(si — H)B wait for a ready non-active request;
ZZ’—l Sk > Bd(oi)' if (thg Ié\st 3'c'tive:;ec}uzst is served
= and Condition 3 of the
The RR algorithm maintains the following condition: Simple Round-robin Algorithm is satisfiethen
accept a ready non-active request;
(si — H)B: > By(0;) fori<i<n get a task from the active task queue;
ZZ:l sk A == serve the task;

end,
The condition guarantees that the bandwidth requireeng

ments of the active requests are satisfied. The efficiency of
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With the RR-1 algorithm, a newly arrived request has toCondition 3. In each time slice, the available time for data

wait for one half of the duration of a service round when transfer iss — H if the task being served is not
the tape subsystem can serve at least one more request in the last task of an active request, otherwise, the
addition to the currently active requests. Since the duration available time for data transfer is — H— the

of a service round grows linearly with the number of active rewind time of the tape.

requests, the average waiting time of a request is high whe@ondition 4. The data transfer of each active task can start
there are several active requests. To improve the above situ- at or before the LSTT of the active task.

ation, we can check whether one more request can be servétbndition 5. A ready non-active request can become active
by the tape subsystem after every completion of an active if Condition 4 is not violated after the request
task. We call this improved implementation of the RR algo- has become active.

rithm the RR-2 algorithm. We choose the LS algorithm for tape scheduling because

Multiple tape drives. For the case of multiple tape drives, it is optimal for a single tape system [£4h the sense that,

we have to consider the robot arm contention, because théé scheduling can be achieved by any algorithm, it can be
tape drives need to wait for the robot arm to load or unload.achieved by the optimal algorithm.

In the worst case, each tape switch requires a robot load For the case that the tape subsystem has only one robot
operation and a robot unload operation. Therefore, the worsirm and one tape drive, Condition 4 of the LS Algorithm
case robot waiting time is:2T;, x (N;—1). Hence, Condition ~ can be rewritten as follows.

3 can be revised to become: . . . . .
Lemma 1. Given a robotic tape library with a single tape

(si = H —2(N; = )Tu)Be By(0:) for1<i<n drive, let.Js, ..., J, be the active tasks listed in ascending
> 1Sk = A - order of slack time. If no active task is in service, then Condi-
tion 4 of the LS algorithm is equivalent to the condition that
each active task can be completed at or before its deadline.
3.2.2 The least-slack (LS) algorithm In other words, Condition 4 of the LS algorithm is equivalent
to the following condition:

Let us study another version of time slice algorithm which k
can improve on the response time of the multimedia request’k, 1 < k < n, Z(transfer(Ji) + switch(J;))
In order to maintain the playback continuity of an object, i=1

taski of the request of the object must start to transfer data < deadline(J},) — current time

before finishing the playback of the data of the previous task ) , ) i

i — 1. We define the latest start time of transfer (LSTT) of Whereswitch(J;) is the tape switch time of;.
a task of an active request as the latest time that the tasis
has to start to transfer data in order to maintain the playbaclél
continuity of the requested object. Formally, the LSTT of
task J; is defined as:

roof. Assume there is no active task in service. By Eq. 2,
n active task can start data transfer at or before its LSTT if
and only if it can be completed at or before its deadline. A
task.J;, can be completed at or before its deadline if and only
LSTT(J:) if the time between the current time and the deadling/;of

is enough to completd;, and its preceding tasks. Therefore,

request arrival time + request response time Condition 4 of the LS algorithm is equivalent to

if J; is the first task
= k
LSTT(J;_1) + playback time of the data of task_1 Vk, 1<k <mn, Z(transfer(Jj,) + switch(J;))
otherwise i=1

The slack time of a task is definedasix(LSTT of task— < deadline(Jy) — current time

current time, 0). Lettransfer(J;) be the time required to Again, we separate the implementation into two cases,
complete the data transfer df and the tape rewind opera- (1) where there is only a single tape drive in the tape sub-
tion of J; (if J; is the last task of a request). The deadline system and, (2) where there are multiple tape drives in the
of a taskJ; is defined as tape subsystem. The implementation of the LS algorithm for

deadline(J;) = LSTT(J;) + transfer(J:) . ) the single tape case is as follows:

. . Single Tape Drive
A ready non-active requegt can become active when the

tasks ofR can be served immediately such that each task oprocedure LS();

an active request can be served at or before its LSTT. begin
while true do

LS Algorithm The algorithm serves requests with the fol- begin

lowing conditions: if (there is no requesthen

wait for a new request;
Condition 1. Each active task can be served in one time slice If (there is a ready request is non-empty

.. of s S . . 4 The paper discussed scheduling in single and multiple processors. The
Condition 2. Active tasks are served in ascending order ofase of a single tape drive robot library is equivalent to the case of a single

slack time. processor described in the paper
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and acceptnew()then
begin
get the oldest ready request;
put the tasks of the request
into the active task queue;
end;
get the active task with the least slack time;
serve the task;
end
end

function acceptnew() boolean
begin
float work;
pointer x;
if (the active task queue is emptyjen
return (true);
work := 0.0;
save the active task queue;

put the tasks of the oldest ready request into the active task queuedl€ consume

while task queue is not empiyo
begin
X := next active task;
work := work + x->deadline - x>LSTT + tape switch time;
if (work > x->deadline - current timefhen
begin
restore the active task queue;
return (false)
end,;
end,
restore the active task queue;
return (true);
end

Multiple tape drives. This implementation consists of two
proceduresrobot andtape drive . Procedureobot

performs the following steps repeatedly: accept a ready re-

Proof. The tape subsystem achieves its maximum through-
put when (1) there is an infinite number of ready requests
and (2) each request does not have a search time, i.e., the
requested object resides at the beginning of the tape car-
tridge and the tape drive can start to read the object right
after the drive load operation has been done. The sustained
bandwidth of tape subsystem is:

S/Bt _ SBt
S/Bi+H+T, S+By(H+T,)"

At time ¢ = 0, the tape subsystem is idle and starts to serve
requests one by one. In time interval (g*), data are con-

sumed at the rate aB;(O) and uploadedt at the rate &f;.

Hence, at timeg = ]5*, (B;_gf(o»s buffer space is required
t t

to hold the accumulated data. In time intervgl[ 2°), data

d at the rate aB2(0O) and uploadted at the rate

of B;. Therefore, at time = 25, (57~ Ba(O)S (B =2B4(O)S

buffer space is required to hold the ‘accumulated data. This
argument continues until the total object display throughput
matches with the tape sustained throughput. To obtain the
upper bound buffer requirement, assume we have a tape sys-
tem whose sustained throughpBf* = k1B4(0), wherek;
satisfies the following criterion

k1= [B;/Ba(0)] ,
then the upper bound buffer requirement is:

B: :Bt

k1 k1

B —nB4(0)\ . _ k1Bq(0) — nB4(0)
Zl( By )S'z;( k1B4(O) )S
= S (ke + 1)5 _ (k=15

2k 2

quest if the request can be accepted to become active imFo obtain the lower bound buffer requirement, assume we
mediately; if there are active tasks and an idle tape, themave a tape system whose sustained througBpst i, B4(O)
send the active task with the least slack time to an idlesatisfies the following criterion

tape, else wait for an idle tape or an active task. Procedure

tape repeatedly waits for an active task and performs thek2 = [B;/Ba(0)] ,

sequence of a drive eject operation, a drive load operationyen the lower bound buffer requirement is:
a data transfer, and a tape rewind operation (for the last

task of a request). Procedurebot is instantiated once
and proceduréape is instantiatedV, times. Each instance
of procedureape has a unique ID.

4 Disk buffer space requirement

In this section, we study the disk buffer requirement for the

kz kZ

B} —nBy(0)\ . _ k2Bq(0) — nB4(0)
Zl( B )S"z;( k2Ba(0) )S
= S ko(kz+1) o _ (k2 —1)8

2k, 2
Therefore, the buffer space requiremenf)i(szgf(so)).

For example, ifB; = 15 MB/s, B4(O) = 2 MB/s, H =

various scheduling algorithms we have described. First, w80 s,7, = 13 s, S = 10800 MB, the disk buffer size =
show that the conventional algorithm (the FCFS or the SJF38.22 GB.

algorithm) requires a huge amount of buffer space to achiev

the maximum throughput. The following theorem states the

buffer space requirement for the conventional algorithm.

Theorem 1. If each object of a request is of the same size
S and same display bandwidi,;(O), then the conventional
algorithm requiresO(zgf(f))) disk buffer space in order to
achieve its maximum throughput, where the sustained tap
throughput isB; and is equal tog, ,° ... ).

e

Corollary 1. If there are N; tape drives in the tape library

system. The buffer disk buffer requiremeni)@éﬁ:os)).
In the following theorem, we state the disk buffer re-

guirement for the RR time slice algorithm.

Theorem 2. If Ry, ...
the condition

, R,, are the active requests that satisfy

5 equivalent to 1.5h of display time
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(si . H)B > By(0;) forl<i<n fragment is the unit of data transferred to and from a single

=1 Sk disk drive. The disk drives are clustered into logical groups.

then the RR algorithm achieves the bandwidth requirementd N€ disk drives in the same logical group are accessed con-

of the requested object8), ..., O, iff the disk buffer size is currently to retrieve a subot_)JedtL() at a rate equalent to

S 2(si — H)B, o B,4(0). The stride, is the distancebetween the first frag-
i=14\Si :

ment of U; and the first fragment df/;.;. The relationships
Proof. For R; (1 < i < n), at least two disk buffers of size of the above parameters are shown below.

(s;—H)B; are required for concurrent uploading and display Mg = de(O)L whereBy;.; i the bandwidth of a single

of objectO;. Hence, the necessary condition is proved. disk d Baisk
rive.
Suppose, for each request, there are two disk buffers  — The size of a subobject #/ x the size of a fragment.
b;1 and b;», each with size ; — H)B,;. While one buffer — A unit of time = the time required for reading a fragment

is used for uploading the multimedia object from the tape  from a single disk drive.

library, the other buffer is used for displaying objegt. . . .
At steady state, the maximum period between an availablOte that a subobject_can be_ Ioadec_i from the disk drives
into the main memory in one time unit. To reduce the seek

buffer and the time of uploading from tapeNs', s;. When ; o
b has just been available, the system starts to output dat@"d rotational overheads, the fragment size is chosen to be
from the other buffem;, for display. By the condition of 2 multiple of the size of a cylinder. A typical 1.2 GB disk
the theoremp;, will not be emptied before the tape drive drive consists of 1635 cylinders of size 756000 byte.s.each
starts to upload data th;. Hence, the bandwidth ab; is and has a peak transfer rate of 24 Mbit/second, a minimum
satisfied. o ' ! disk seek time of 4 ms, a maximum disk seek time of 35ms,
With the same arguments, we have the following corol-g?g iyml?jxé?;uﬁéart‘r?gfi)r/n 8];n1§é8e?<n;§1. q Flgtrech;ac?é?aeymtirﬂ(zeg
lary for the disk buffer requirement for the LS algorithm. of the first cylinder and the second cylinder are 16.83+35

Corollary 2. If Ry, ..., R, are the active requests that satisfy = 51.83ms and 4+16.83 = 20.83 ms respectively. The trans-

the condition fer time of two cylinders is 481 ms. The total service time
(s; — H)B, . (including disk seek, latency delay, and disk transfer time)
n > By(0;) forl<i<n, of a fragment is 553.66 ms. Hence, the seek and rotational
k=1 5k overheads is about 13% of the disk bandwibitfio simplify
then the LS algorithm achieves the bandwidth requirement®ur discussion, we assume the fragment size is two cylin-
of the requested objecté), ..., O, iff the disk buffer size ders and one unit of time is 0.55s. To illustrate the idea of
is > ', 2(s; — H)Bq. staggered striping, we consider the following example.

By Theorem 2 and Corollary 2, the LS and RR algo- Example 1.Figure 4 shows the retrieval pattern of a 5.0 MB/s
rithms require less buffer than the conventional algorithmobject in five 2.5-MB/s disk drives. The stride is 1 ahth
for the same throughput because the transfer time of eacls 2. When the object is read for display, subobj&gtis
time slice,s; — H, can be chosen to be much smaller thanread from disk drives 0 and 1, and so on.
the total upload period of the objecg:.

5.2 Layout of storage on the tape
5 The disk subsystem

In the following discussion, we assume that (1) staggered
Since the tape drive bandwidth or the object bandwidth carstriping is used for the storage and retrieval of objects in
be higher than the bandwidth of a single disk drive, we havethe disk drives and, (2) the memory buffer between the tape
to use striping technigues to achieve the required bandwidtldrives and the disk drives is much smaller in size than a
of the tape drive or the object. In [4], a novel architecture fragment.
known as the staggered striping technique was proposed for Let the effective bandwidth for the time slice algorithm
high-bandwidth objects, such as HTDV video objects. It hasbe B}, which is equal tos‘sH B;. We show that the storage
been shown that staggered striping has a better throughplayout of an object on the tape must match the storage layout
than the simple striping and virtual data replication tech-on the disk drives so as to achieve maximum throughput of
niques for various system loads [4]. In this section, we showthe tape drive. When the object is displayed, each fragment
how to organize the disk blocks in staggered striping togetherequires a bandwidth 018;4((?). Therefore, the tape drive
with the robotic tape subsystem so that (1) the bandwidths o _ | BfMo | ;
the disks and the tape drives amatchedand (2) concurrent E)roducesNO fragments, whereNo = J in a unit

. Ba4(0) .
upload and display of multimedia objects is supported.  ©f time. The blocks ofNp fragments are stored in an RR

manner such that th&/y, fragments are produced a$o
continuous streams of data at the same time. Consider the

5.1 Staggered striping case described in Example 1. Suppdéie= 7.5 MB/s, then

. . . . . . 8 which is measured in number of disks
We first 9'Ye a _b“ef re‘,"ew of the_Sta.gge_refd str_|p|ng archi- 7 A further increase in number of cylinders does not result in much
tecture. With this technique, an obje@tis divided into sub-  reduction of the overhead. Hence, a fragment of 2 cylinders is a reasonable
objects,U;, which are further divided intd/, fragments. A assumption
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disk disk
0 1 2 3 4 0 1 2 3 4
0 U0.0 U0.1 0 U0.0 Uo.1 Ui.1 U2.1 U3.1
1 UtL.0 Ui.1 1 U4.1 UtL.0 U2.0 U3.0 U4.0
2 U2.0 U2.1 2 U5.0 Us5.1 U6.1 U3.0 U8.1
3 U3.0 U3.1 3 U9.1 U6.0 U7.0 U7.1 U9.0
time 4 v4.1 U4.0 4 U10.0 U10.1 U11.1 Us.o U13.1
5 U5.0 Us.1 5 U14.1 U11.0 U12.0 U12.1 U14.0
6 U6.0 U6.1
7 U7.0 U7.1
8 Us.0 Us.1
9 U9.1 U9.0
4 6
disk
0 1 2 3 4
0 U0.0 Uo.1 Ul.1
1 U1.0 U2.0 U2.1
2 Ug.1 U3.0 U3.1
time 3 U4.1 U7.1 U4.0
4 U5.0 U5.1 U8.1
5 U9.1 U6.0 U7.0
6 U10.1 U11.1 U8.0 . . .
. Ui2.0 Ui2.1  US.0 Fig. 4. Retrieval pattern of an object
8 U10.0 U13.0 U13.1 Fig. 5. Upload pattern of an object
5 9 U14.1  U11.0 U14.0 Fig. 6. An example of storage pattern

No = 3. If the subobjects are stored in the following order: .22, of O is an L x D matrix, whereL is the number of time
{U0.0,Uo.1, Uro}, {U11, Uz0, U21}, .. 8. In the first ime  units required for the retrieval of) from the disk drives and
unit, Ug.0, Uo.1, Uro are read from the tape drive. At the .72.(i, j) is equal to ‘U, ;" if fragment U, ; of O is read at
same timelJpo and Uy ; are stored in disk drive 0 and disk time+ from disk drivej. .72, (i, j) contains a blank entry if
drive 1. Fragmenti/; ¢ has to be discarded and re-read in the no fragment is read from disk driveat times.

next time unit, because disk drive 1 can only store eithgr B

or Upo. Since the output rate of the tape drive must matchDefinition 2. Given an objecD, the upload pattern/z. of
the input rate of the disk drives, the effective bandwidth of O is an L x D matrix, whereL is the number of time units
the tape drive is 5 MB/s and the tape drive bandwidth cannotequired for uploading) and 7 (i, j) from a tape drive into

be fully utilized. the disk array is equal tot, ," if fragment U, , is read at
On the other hand, if the storage layout of the object istime: and stored in disk drivg. .22 (i, j) contains a blank
as follows: entry if no fragment is stored in disk driyeat timej.

{U0.0,U0.1, U1}, {Ur0,U20,U21}, {Us.1,Us0,Us1}, ...

In each time unit, the output fragments from the tape drive
can be stored in three consecutive disk drives. Hence, th
bandwidth of the tape drive is fully utilized. Figure 5 shows
the timing diagram for the upload of the object from the
tape drive. From time 2, subobjedy can be read from disk
drives 0 and 1. Hence, the object can be displayed at time
while the remaining subobjects are being uploaded into th
disk drives from the tape drive. Both the bandwidth of the
disk drives and the tape drive are fully utilized.

Now we should derive the conditions of matching the
way that the fragments are retrieved from the disk and th
way that the fragments are uploaded from the tape.lDet
and k be the number of disk drives of the disk array and

the stride, respectively. In the rest of the section, we assumgemma 2. With staggered striping, when an obje@tis up-

Definition 3. The storage patters» of a retrieval or up-
lpad pattern»” is an L x D matrix whereL is an in-
teger and.% (i, j) the i-th non-blank entry of column

of &, i.e., %, is obtained by replacing all the blank en-
tries of P by lower non-blanking entries of the same column
gvith the preservation of the row-order of the entries, i.e.,
5% 7(a,b) and L »(c,b), a # ¢, P(i,b) = %.(a,b) and
P(j,b) = Ly(c,b),a>ciffi>j.

Examples of retrieval and upload patterns are shown in
Figs.4 and 5, respectively. The retrieval and upload pat-
Serns of Figs.4 and 5 have the same storage pattern which
is shown in Fig. 6.

that the bandwidth of tape drive is at leadf§+1)x %), |oaded from a tape drive into the disk array, the tape drive
i.,e., No > Mop. bandwidth can be fully utilized if
Definition 1. Given an objecO which has been uploaded — the tape drive reads/o fragments of) into No different

from a tape drive into the disk array, the retrieval pattern ~ disk drives in each unit of time; and
— the storage patterns of the retrieval pattern and upload

8 {X Y Z} is a representation which shows that the blocks of X, Y,and ~ pattern ofO are the same, i.e.2,, = £, .
Z are stored in an RR manner
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Proof. Assume that the retrieval pattern and the upload pat- upattern([i,c] := spattern[count[c],c];
tern of O have the same storage pattern and the tape drive count(c] := count[c]+1;
readsNy fragments intaV,, different disk drives. Since the end

retrieval pattern and the upload pattern has the same stoP™

age pattern, each uploaded fragment (from the tape drive)

can be retrieved from its storage disk for display. Since the  With upload patternzZ,, the tape readsV, different

tape drive readsVo fragments in each unit of time and all fragments intoN,, different disk drives in each time unit

uploaded fragments (from the tape drive) can be retrievecind the storage pattern of the retrieval pattern and the up-

from the storage disks, the bandwidth of the tape drive isioad pattern of0’ are the same. By Lemma 2’ can be

fully utilized. retrieved with the maximum throughput of the tape drive.
_— L . ) . Hence, an object of a multiple of the size &F, i.e.,

Definition 4. An object is said to be uniformly distributed LCM(D, Mo, No), can be uploaded with the maximum

over a set of disk drives if each disk drive contains the samey o ghput of the tape drive. Thus, if the data transfer period
number of fragments of the object. is a multiple of ““M(D:Mo.No) " the tape drive bandwidth

Theorem 3. With staggered striping, when an objedtis ~ ¢an be fully utilized.
Eglr?(?ve%?hff:; %etiﬁﬁ dlzlt\illtiazé% ti?e disk array, the tape drive For the case of Example 1, the data transfer period is a
y multiple of ““*{523) = 10 time units or % s. For the case

1. k and D do not have a common factor greater than 1, that H = 30 s, a reasonable time slice period is from 200
i.e., the greatest common divisor (GCD)loand D is 1,  to 300 s°. A video-on-demand system with a capacity of

and 1000 100-min HDTYV videos of 2 MB/s bandwidth requires
2. the data transfer periods — H, is a multiple of a storage space of 100012 MB = 12 TBytes. If 10% of

LCM(/?\}MwNo) time units, whereLC'M(z,y, z) is the  the videos reside on disks, 1.2 TBytes disk space is required.

least common multiple of integets y, z. The number of 1.2-GB disk drives of the disk array is 1200,

and the data transfer period is a multiple '6f*/(2°929 =

Proof. Suppose the GCD of andD is 1 ands — H is a 400 time units = 400x 0.55 s = 220 s or the time slice is
multiple of LCM(’?\;f‘fO*NO) time units. 250 s. Hence, the disk array of 1200 disk drives can be used

Consider the case that the object starts to be uploadeds a disk buffer as well as a disk cache.
at time 0. At timei, No fragments have been stored and  To maximize the tape drive throughput, the maximum
uniformly distributed into disk drivesi(x k) mod D, (i x output rate of the disk buffer must be at least the maximum
k+1)mod D, ..., ¢ x k+No — 1) mod D. Since the GCD  utilized bandwidth of the tape drive. The maximum utilized
of kand D is 1,{0,...,D — 1}? : f(i) = (i x k) mod D  bandwidth of the tape drive is given by°}4©. To have
is a one-one mapping. If we extend the domainfab the  an output rate of at least the maximum utilized bandwidth
set of natural numbers/”, thenVi,j € .47, f(i+j x D) = of the tape drive, the disk buffer must support concurrent
f@). This implies thatLCM (D, Mo, No) fragments can retrieval of at Ieast[ﬁg} subobjects. For each tape drive,
be uniformly distributed over the disk drives. Hence, at timethe minimum number of required disk drives for buffering
LCM(?\}g/vaNO) —1, LCM(D, Mo, No) have been stored is N, + [Af‘}é] x Mo.
and uniformly distributed over the disk drives of the disk  Video uploading from the tape drive is first stored in the
buffer. disk array. The playback of the video object can start when

Consider the case that the object is played back at timeghe cluster of disk drives for uploading does not overlap
0. At time 7, Mo fragments are retrieved from disk drives with the cluster of disk drives of the first subobject. Hence,
(ix k) mod D, (ixk+1? mod D, ..., ( xk+Mp—1)mod D. the minimum delay, of the disk buffer is defined as the
At time LCM(?V}];{O’NO —1, LCM (D, Mo, No) have been  smallest integen such that'0 < i < Mo, (nk + i) mod >
retrieved and”CM(P;Mo.No) fragments have been retrieved Mo- The stridek should be carefully chosen to minimize
from each disk drive. Let)’ be the object consisting of the disk buffer delay and improve the overall response time

the LCM (D, Mo, No) fragments. The following procedure Of the storage server.
finds the upload patters/Z: which has the same storage

pattern of the retrieval pattera2,.: )
6 Performance evaluation

procedure upload{ar upattern : upload pattern; rpattern : retrieval pattern);

var We evaluate the the performance of the scheduling algo-
.Sp.att,e.mt: storage pattern; rithms for two values of the tape drive bandwidth, 6 MB/s
Ic'cihﬁi[g]%?r?t:'ager; and 15 MB/s, by. computer simulgtion. We assume that (1)
begin each tape contains only one object, and hence the search
initialize all the entries in count to 0; time of each requessiO s and (2) a request never waits
initialize all the entries in upattern to blank; for a tape. Since frequently accessed objects are kept in disk
spattern := storage pattern of rpattern; drives, the probability that a request has to wait for a tape
for i :=0to FOMILMONO) 1 do which is being used to serve another request is very low
for j:=0to No — 1do
begin 9 For this time slice, the tape switch overhead is about 10-15% of the

¢ := (i*k+j) mod D; tape drive bandwidth



320

Table 3. Simulation parameters 1.6 X RR-1 (E=0.9) N
+ RR-1 (E=0.8) /
Parameter Case1l  Case 2 x RR-1 (E=0.7) * ,/
T 5s 5s 14r — =% - LS (E=0.9) / x
Te 5s 5s — % - LS(E=08) P + // p
T, 12 s 12's 21.27 - -+ - - LS(E=0.7) // , ,
Ts 0s 0s = —e—— SF ) // x
Tu 10s 10s g 1t S //X A
By 6 MB/s 15 MB/s g ; .
B4(0) 2MB/s 2 MBls T el < X P
(o Y z 7
s 7+ S .7
<06 X e -
. - Lo Y s P Pl
10, Hence, the second assumption causes negligible errors 2 ¥ o e
. . - P SIX -7
the simulation results. We assume that the disk contentioi j,| %\X wooo T T e
between disk reads (generated by the playback of objects Xr;;”? T
and disk writes (generated by the upload of objects) is re- ,,|
solved by delaying disk writes [13] as follows. A fragment
uploaded from the tape is first stored in the memory buffer ‘ ‘ . ‘ s . ‘
0 0.2 0.4 0.6 0.8 1 1.2 1.4

and written into its storage disk in an idle period of the disk. ) " Request Arrival Rate (reg/hour)
This technique smoothes out the bursty data traffic from the
disk subsystem, and hence improves request response tim

In practice, the additional memory buffer space required by SF y
this technique is small, because the aggregate transfer ra 4| x RR-1 (E=0.9) x
of the tape subsystem is much lower than that of the disk + RR-1 (E=0.8) x o
subsystem [13]. The storage size of each object is uniformly 1.4} x RR-1 (E=0.7) S "
distributed between 7200 and 14 400 MB. Table 3 shows theg -~ *--  RR2(E=09) . . J
major simulation parameters. The results are presented witg 2| ToXo-  RR2(E=0H) i ¥ )
95% confidence intervals, where the length of each confi-g | S mReEn T i
dence interval is bounded by 1%. g e ESH ! / /
go.s— - - LS(E=0.8) ; £ . 4
< - —--  LS(E=0.7) ) RS 7
6.1 Single tape drive £06 I ><// ra
& %\\\ x x il// TR ;:f/
We first study the performance of the algorithms in a systenr ** it:i\ \’f\‘ » 7/’/‘;?*':;’/{1*
with one robot arm and one tape drive. Here, the reques ,| e
arrival process is Poisson.

Case 1.Tape drive bandwidit = 6 MB/s. o 05 1 15 2 25 3 35 4

8 Reqtjest Arrival Rate (reg/hour)
The maximum throughput of the tape subsystem is 1.95 , _ _ _

requests/hour. Table 4 presents the average response tirﬁ@' 7.The relative response time of SJF, RR, and LS scheduling algorithms

of the FCFS, SJF, RR, and LS algorithms. Blank entries':ig- 8. Relative response time of SJF, RR-1, RR-2, and LS algorithms

in the table show that the tape subsystem has reached the

maximum utilization and the system cannot sustain the input

requests. The efficiency of RR and LS algorithms is defined

as the percentage of time spent in data transfer. An efficienc . . - )
of 9O%p means gt]hat 10% orf) time is spent in tape switches: ult shows that the time slice algorithm (especially the LS

We define the relative response time to be the ratio of th Igorithm) performs better than the FCFS algorithm and the

: : : o JF algorithm under a wide range of request arrival rates.
scheduling algorithm response time divided by the FCF . ;
algorithm response time. The relative response times of th he SJF algorithm performs better than the FCFS algorithm

SJF, RR, and LS algorithms are shown in Fig. 7. or all request arrival rates.

Case 2.Tape drive bandwidth = 15 MBJ/s.

In both cases, the LS algorithm has the best performance
a wide range of request arrival rates. The simulation re-

The maximum throughput of the tape subsystem is 4.726'2 Multiple tape drives

requests/h. Here, we consider a tape subsystem with a high : . .
performance tape drive. The average response time of th%rrewous experiments have shown that LS and RR algorithms

FCFS, SJF, RR, and LS algorithms are shown in Table 5outperform the FCFS and SJF algorithms in a wide range of

Again, those blank entries in the table represent a case Whe# ad cond|t|ons_. We _study the Eﬁ.eCt of robot arm contention
the LS algorithm in this experiment.

the tape subsystem has reached the maximum utilization an The system contains four tape drives which have a band-

the system cannot sustain the input requests. The relative. .
response time of RR and LS algorithms is shown in Fig. 8.W'Olth of 15.0 MB/s. The maximum throughput of the tape

subsystem is 18.90 requests/h. The results are shown in Ta-
10 The probability is in the order of 0.001 for the parameters of the bl€ 6. A pth of the relative response time vs arrival rate is
simulation shown in Fig. 9.
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Req. arr.  FCFS SJF RR-1 RR-1 RR-1 LS LS LS
rate (E=0.9) (E=0.8) (E=0.7) (E=0.9) (E=0.8) (E=0.7)
(req./h)  (s) (s) (s) (s (s) (s) (s) (s)
0.05 40.23 40.14 19.62 18.06 17.75 18.88 17.28 17.14
0.10 67.43 66.85 26.94 24.29 24.71 23.50 21.04 22.45
0.20 126.02 123.64 48.25 45.36 50.07 36.25 33.90 42.41
0.40 264.74 254.32 125.44 131.82 164.58 79.43 89.10 134.73
0.60 441.67 420.36 264.15 306.79 425.61 172.18 217.71 355.05
0.80 680.54 638.91 488.36 644.61 996.54 344.34 500.21 878.12
1.00 1022.84 936.15 867.36 1323.80 2426.81 652.23 1059.95 2069.68
1.20 1512.06 1371.47 1666.01 2797.85 741291 1338.12 2391.70 6950.47
1.40 2397.93 2089.88 3257.67 7922.88 2991.30 6867.68
1.60 4376.38 3537.21 8725.85 7767.43
Table 5. Response time vs request arrival rate
Req. arr.  FCFS SJF RR-1 RR-1 RR-1 RR-2 RR-2 RR-2 LS LS LS
rate (E=0.9) (E=0.8) (E=0.7) (E=0.9) (E=0.8) (E=0.7) (E=0.9) (E=0.8) (E=0.7)
(req./n) (s) (s) (s) (s) (s) (s) (s) (s) (s) (s) (s)
0.5 61.55 60.68 32.12 24.43 21.67 30.84 23.38 20.83 30.73 23.31 20.77
1.0 119.66 115.90 55.14 38.15 33.56 48.91 33.07 29.16 48.77 32.84 27.89
1.5 196.54 186.81 89.35 60.98 64.17 71.21 46.10 50.80 70.73 46.10 43.39
2.0 298.70 280.84 145.82 110.13 163.25 104.66 75.62 132.80 106.30 73.92 102.24
2.5 447.42 410.77 250.22 226.21 500.59 162.93 171.68 466.91 169.01 170.92 380.94
3.0 669.852  604.58 470.40 695.71 2294.71  314.68 547.31 2290.34  340.19 531.41 1961.64
35 1111.92 937.85 1029.00 2554.95 817.91 2664.21 837.57 2595.05
4.0 2030.96 1664.11 3262.76 3049.79 3152.80
1.4 5 : : :
~ o
—o— SJF /
/ 4.5F
12f - x--= LS (E=0.9) ,
// 4
g 4 ! =
[ / <
g 9——9\9\9\9\9\9/\0 5—3-5 FCFS
2 A =1 - - SJF
gosf . B 2 3
i3 N < 5, LS (E=0.9)
S AN P 3
s | Xl _x” o5 i
50.6 Sy - %
g § 2 4
k] 3
g 0.4 s
1.5 1
0.2
1 |
0 ‘ : ‘ ‘ ‘ ‘ . ‘ 05 ‘ . ‘ s ‘ . ‘ . ‘
0 2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16 18 20 22
9 Request Arrival Rate (req/hour) 11 Number of Disk Buffers

- ~ o
[N > o

Maximum Throughput (req./hr.)

-

0.8
Y
0.6 L | | | |
2 4 6 8 10 12 14
10 Number of Disk Buffers

16

Fig. 9. Relative response time of the SJF and LS algorithms
Fig. 10. Maximum throughput of the FCFS, SJF, and LS algorithms
Fig. 11. Maximum throughput of the FCFS, SJF, and LS algorithms
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Table 6. Multiple tape drives case: response time vs request arrival rate LS or RR algorithm the algorithm performs better with a

Request arrival rate FCFS ~ SJF LS (E=0.9) lower efficiency factor at low request arrival rate and better
(request/h) (s) (s) (s) with a higher efficiency factor at high request arrival rate.
421'8 ;gﬁ ;g-ég ig;g The results also show that the relative response time of the
6.0 36.05 3560  20.60 LS_and RR algquthms reach a minimum at certain request
8.0 5544 5425 3138 arrival rates. This is because the response time is the sum
10.0 88.17 8549 54.82 of the waiting timelV and the tape switch timé/. At low

12.0 143.39 137.40 103.21 request arrival ratef is the major component of the re-
14.0 241.68 227.33 205.39 sponse time. As the request arrival rate increases from zero,
16.0 44421 409.57 60513 the waiting time of the conventional algorithms grows faster

than that of the LS and RR algorithms, because the LS and
o ) i RR algorithms can serve several requests at the same time,
In this simulation experiment, we found that, for the large g hence reduce the possibility of waiting for available tape
range of request arrival rates, the utilization of the robot armyyive. Therefore. the relative response time of the LS and
is very small. For example, the robot arm utilization is only RR algorithms decreases with the increase of request arrival
0.215 when the request arrival rate isQ4equests/h. Hence, rate when the request arrival is low. When the request ar-
the effect of robot arm contention is not a major factor in iy rate is high enough, the waiting time of LS and RR
determining the average response time. algorithms becomes higher than that of the conventional al-
gorithms, because the conventional algorithms have a better

o utilization of the tape drive bandwidth which covers the high
6.3 Throughput under finite disk buffer load conditions.

In this section, we study the maximum throughput of the
FCFS, SJF, and LS algorithms with finite disk buffer space.
The maximum throughput of the scheduling algorithm is7 Concludi K
found by a close-queueing network in which there are 200 oncluding remarks
clients and each client initiates a new request immediately
after its previous request has been served. Hence, there are
always 200 requests in the system. The maximum throughpun this paper, we have proposed a cost-effective near-line
of the LS, FCFS, and SJF algorithms are evaluated for Casegforage system for a large-scale multimedia storage server
1 and 2. In each case, the size of each disk buffer is chosensing a robotic tape library. We have studied a class of
to be large enough to store the data uploaded from a taprovel time slice scheduling algorithms for the tape subsys-
drive in one time slice. The efficiency of the LS algorithm is tem and have shown that under light-to-moderate workload,
chosen to be 0.9, and therefore, the time slice is 300 s. Ththis class of tape-scheduling algorithm has better response
disk buffer sizes of Case 1 and 2 are 1.582 GB and 3.955 GRtjme and requires less disk buffer space than the conven-
respectively. The results for Case 1 and Case 2 are shown itional algorithm. Also, we have complemented our work to
Figs. 10 and 11, respectively. From the figures, we observéhe proposed Staggered Striping architecture [4], and showed
that the LS algorithm has much higher throughput (in somethat, using our proposed scheduling algorithms, how we can
cases, we have 50% improvement) than the FCFS and SJ#ganize the data layout on disks and tape cartridges for
algorithms in a wide range of number of disk buffers. The concurrent upload and display of large multimedia objects.
throughput of each algorithm grows with the number of disk ~ From the performance results, the selection of the time
buffers, but the LS algorithm reaches its maximum possibleslice value is often more important than the choice of the
throughput with about half of the buffer requirement that time slice algorithm used. If the request arrival process is
the FCFS algorithm needs to achieve its maximum possibl&nown in advance (i.e., the average request arrival rate and
throughput. The SJF algorithm performs slightly better thanthe inter-arrival time distribution are known), the time slice
the FCFS algorithm. The FCFS (or SJF) algorithm performsvalue can be adjusted by using precomputed results (obtained
better than the LS algorithm for about 10% when the diskby either analytical methods or simulations). In practical sit-
buffer space is large enough. uations, the request arrival process is usually not known in
advance. One simple method that can be used is to adjust
the time slice value according to the length of the queue of
6.4 Discussion of results waiting requests, i.e., a larger time slice value is required
if the length of the queue is longer. The function from the
The results show that the LS and RR algorithms outperdueue length to the time slice value can be predetermined by
form the conventional algorithms (FCFS and SJF) in a wideempirical studies. In general, the optimal time slice value de-
range of request arrival rates. In all the cases, the LS algoPends on the request arrival process, the number of requests
rithm with 90% efficiency outperforms the FCFS algorithm Waiting for service, and the states of the currently active
and the SJF algorithm when the request arrival rate is belowequests. Further work is required to find the best way to
60% of the maximum throughput of the tape subsystem. Théletermine the optimal time slice value.
conventional algorithms have a better response time when

Fhe request arrival rate is quite high (above 70% of the maxacknowledgementsThis research was supported by the UGC Earmarked
imum throughput of the conventional algorithms). For the Grant.
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