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Related Work

 X. Yang and et al, Infocom 2004:
• Simple Markov Model
• Numerical calculation needed 

 L. Massoulie and et al, Sigmetrics 2004
• Detailed Markov Model

 D. Qiu and et al, Sigcomm 2004
• Simple Fluid Model
• Some analytical results are obtained
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Figure 1: Probability Pi,j whenM = 100

In [18, 21], all peers are considered as having the same effectiveness η to contribute to the system.

However it is not true in reality because when a new peer first enters the system, it has no chunk to upload.

Even after some time it collects a small number of chunks, the effectiveness of this “new” peer is very

different from peers with large number of chunks. On the other hand, if we consider all combination of

different chunks [16] (i.e. peers with only F1,F2 and peers with only F3,F4 are of different types so there

are 2M states in the model), then the state space is extremely large. In this paper, we use a different approach

and distinguish the states of peers by the number of chunks they are holding (i.e. peers with only F1,F2

and peers with only F3,F4 are of the same type so we need M + 1 states). Assume chunks are uniformly

distributed among peers, which actually could be ensured by the rarest-first chunk selection policy. Let peer

i and peer j have ci and cj chunks respectively, where ci, cj ∈ {0, 1, . . . ,M}. Let us derive the probability
that peer i can obtain at least one useful chunk from peer j, which we denote as Pi,j . When ci < cj , it is

clear that Pi,j = 1. When ci ≥ cj , we have:

Pi,j = 1 − P[chunks in peer j are subset of chunks in peer i]

= 1 −
(ci

cj

)

(M
cj

)
= 1 − ci · (ci − 1) · · · (ci − cj + 1)

M · (M − 1) · · · (M − cj + 1)
. (1)

So given the number of chunks peer i and peer j holding, we can estimate the probability Pi,j (as illustrated

in Figure 1). From Eq. (1), we need use M + 1 variables to capture the system dynamics. The problem is,

the number of all states M is still a large number, can one reduce the number further? From Figure 1, one

can observe that Pi,j increases very sharply. So we use this important observation to reduce the state space.

We distinguish three types of peers: Type 1 peer is a leecher that holds a few chunks (i.e., say less than

half of theM chunks). Type 2 peer is a leecher that holds most but not all chunks. Type 3 peer represents a

seeder in the system. The probability Pi,j in Eq. (1) can be simplified based on the following cases:

• case 1: If peer i is of type 1 or type 2, and peer j is of type 3, then clearly Pi,j = 1 since a seeder can
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Figure 2: Comparing dynamics of peer evolutions for our model and Qiu’s model under three different cases
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Figure 3: Comparing System Scalability for our model and Qiu’s model

and seeders, while model based on [18] is only accurate in estimating the number of leechers and seeders in

the steady state case. Fig.2(b) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 1.0, peer’s downloading bandwidth is µ = 0.3, peer’s maximum transfer bandwidth is B = 12 and

the connection probability is ρ = 0.25. In this setting, the file is more popular so the peer’s arrival rate is

higher. Also, peers have a high downloading rate and a higher maximum transfer bandwidth. However, the

seeder’s departure rate is also higher than the previous experiment. Again, our model can accurately track

the dynamics of the leechers and seeders, while model based on [18] underestimates the number of leechers

in the system. Lastly, Fig.2(c) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 0.1, downloading bandwidth between peers is µ = 0.3, peer’s maximum transfer bandwidth is

B = 12 and the connection probability is ρ = 0.1. Note that our model can accurately track the dynamics

of the leechers and seeders, while model based on [18] significantly underestimates the number of leechers

in the system.

Experiment. 2 (Accuracy for Performance Measures T̄d and T̄p): In this experiment, we investigate

the accuracy of the derived performance measures, namely, the average downloading time T̄d and system

throughput T̄p. We set M = 500, µ = 0.3, γ = 1.0, ρ = 0.5, B = 9 and vary the number of peers in

the system. As shown in Fig.3, the BT-like system scales well with the number of peers. Note that our

analytical results match well with the simulation results while Qiu’s model underestimate (overestimate)
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Figure 3: Comparing System Scalability for our model and Qiu’s model

and seeders, while model based on [18] is only accurate in estimating the number of leechers and seeders in

the steady state case. Fig.2(b) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 1.0, peer’s downloading bandwidth is µ = 0.3, peer’s maximum transfer bandwidth is B = 12 and

the connection probability is ρ = 0.25. In this setting, the file is more popular so the peer’s arrival rate is

higher. Also, peers have a high downloading rate and a higher maximum transfer bandwidth. However, the

seeder’s departure rate is also higher than the previous experiment. Again, our model can accurately track

the dynamics of the leechers and seeders, while model based on [18] underestimates the number of leechers

in the system. Lastly, Fig.2(c) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 0.1, downloading bandwidth between peers is µ = 0.3, peer’s maximum transfer bandwidth is

B = 12 and the connection probability is ρ = 0.1. Note that our model can accurately track the dynamics

of the leechers and seeders, while model based on [18] significantly underestimates the number of leechers

in the system.

Experiment. 2 (Accuracy for Performance Measures T̄d and T̄p): In this experiment, we investigate

the accuracy of the derived performance measures, namely, the average downloading time T̄d and system

throughput T̄p. We set M = 500, µ = 0.3, γ = 1.0, ρ = 0.5, B = 9 and vary the number of peers in

the system. As shown in Fig.3, the BT-like system scales well with the number of peers. Note that our

analytical results match well with the simulation results while Qiu’s model underestimate (overestimate)
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Proof: Due to the lack of space, we refer our readers to the technical report [10].

Theorem 2 (Local Stability) The equilibrium point given by Theorem 1 is asymptotically stable.

Proof: Due to the lack of space, we refer our readers to the technical report [10].

Theorem 3 Let T̄d denote the average downloading time for the file F , which is the average time it takes
for a peer to obtain all M unique chunks of F . We have the following results:
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2sM
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(11)

Proof: By the Little’s result [14], T̄d is given by T̄d = X̄1+X̄2
λ . By Theorem 1, we can obtain the above

results easily.

Theorem 4 Let T̄p denote the average system throughput of the BT-like P2P system, the average number of

peers in the system is N̄ = X̄1 + X̄2 + Ȳ . We have the following result:

T̄p =
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O(N̄) Case 2 or 3.
(12)
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Steady State
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Insights: Scalability
 The system 

shows good 
scalability:
• Tp=O(N^2) in Case 1
• Tp=O(N) in Case 2 & 3
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Figure 2: Comparing dynamics of peer evolutions for our model and Qiu’s model under three different cases
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Figure 3: Comparing System Scalability for our model and Qiu’s model

and seeders, while model based on [18] is only accurate in estimating the number of leechers and seeders in

the steady state case. Fig.2(b) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 1.0, peer’s downloading bandwidth is µ = 0.3, peer’s maximum transfer bandwidth is B = 12 and

the connection probability is ρ = 0.25. In this setting, the file is more popular so the peer’s arrival rate is

higher. Also, peers have a high downloading rate and a higher maximum transfer bandwidth. However, the

seeder’s departure rate is also higher than the previous experiment. Again, our model can accurately track

the dynamics of the leechers and seeders, while model based on [18] underestimates the number of leechers

in the system. Lastly, Fig.2(c) illustrates the case that the peer’s arrival rate is λ = 0.6, seeder’s departure

rate γ = 0.1, downloading bandwidth between peers is µ = 0.3, peer’s maximum transfer bandwidth is

B = 12 and the connection probability is ρ = 0.1. Note that our model can accurately track the dynamics

of the leechers and seeders, while model based on [18] significantly underestimates the number of leechers

in the system.

Experiment. 2 (Accuracy for Performance Measures T̄d and T̄p): In this experiment, we investigate

the accuracy of the derived performance measures, namely, the average downloading time T̄d and system

throughput T̄p. We set M = 500, µ = 0.3, γ = 1.0, ρ = 0.5, B = 9 and vary the number of peers in

the system. As shown in Fig.3, the BT-like system scales well with the number of peers. Note that our

analytical results match well with the simulation results while Qiu’s model underestimate (overestimate)

11
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Insights: Popularity
 The arrival rate    represents the 

popularity of the served file.

• More popular the file is, less downloading 
time, in Case 1 and 2.

• The downloading time keeps the same in 
Case 3.

Proof: Due to the lack of space, we refer our readers to the technical report [10].

The above theorems provide the following important insights:

Remark 1: Quantifying the scalability of BitTorrent-like P2P networks: Based on the steady state

system throughput as given by Eq. (12), one can find that the BT-like system scales well with the number of

peers. Case 1 represents the system under a low arrival rate, therefore a small number of peers exists in the

system. The throughput of the system is of the order of O(N̄2). When there are more peers in the systems

(i.e., in case 2 and 3), the system throughput is linearly proportional to the number of peers. So the system

performance will not degrade as we scale up the number of peers.

Remark 2: Quantifying the sensitivity of downloading time to arrival rate: The intensity of the arrival

rate represents the popularity of the file. To understand the impact of file popularity on the performance

of BT-like P2P systems, we consider the rate of change of T̄d when one increases the peer’s arrival rate λ.

Based on the expression of T̄d in Eq. 12, we have:

∂T̄d

∂λ
=















−1+
√

5
4
√

α
λ−3/2 Case 1,

− 1
2
√

α
λ−3/2 Case 2,

0 Case 3.

For case 1 and 2, the average downloading time decreases when the arrival rate λ increases; in case 3, the

rate of change of T̄d is not related to λ. This means if the file is popular (i.e., large value of λ), the average

downloading time will be smaller. Therefore the BT-like system scales well with the file popularity.

Remark 3: Quantifying the effect of the presence of seeders: Since γ represents the departure rate for

seeders, Ts = 1/γ is the average time a seeder stays in a P2P system. For case 1 and 2, when Ts increases,

there will be more seeders in the system to provide the uploading service, therefore, the average downloading

time T̄d will decrease. Notice that

∂T̄d

∂Ts
=











−3/4 Case 1,

−1/2 Case 2,

0 Case 3.

This implies that having more seeders will reduce the file downloading time. But when all peers are saturated

due to the bandwidth limit, having more seeders will not improve the performance. Consider an extreme

case of Ts = 0, that is, a peer will leave the system immediately after it downloads the entire file F .

lim
γ→∞

T̄d =















1+
√

5
2

√

sM
2µρλ Case 1,

√

sM
2µρλ + sM

B Case 2,
2sM
B Case 3.

The above expression implies that peers can still obtain the file, though with higher downloading time,

without the help of many seeders in the system.
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Insights: Seeding

 Let    be the average seeding time
 Increase seeding time Ts:

• less downloading time Td in case 1 and 2;
• same downloading time Td in case 3.

 Extreme situation: Ts=0:
• Downloading time Td won’t be infinity
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Insights: Topology
 The average degree of a peer in overlay:

 This degree is affected by the list 
returned by tracker (30-60 by default)

 Larger    :
• reduce Td in case 1 and 2
• won’t help in case 3, only burden the 

network
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Insights: Bandwidth

 Larger B:
• reduce Td in case 2 and 3
• won’t help in case 1
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Impact of Firewall

Figure 7: General model illustrates the impact of firewalls and NATs

erogenous bandwidth. Having this observation, we can use the analytical results we obtained to investigate

the impact heterogenous peers in a BT-like system.

4 Model Extension For Peers behind Firewalls

In this section, we investigate the impact of firewall (or the network-address-translation box) on the BT

protocol. Although recently some implementations of BitTorrent enable users behind different firewalls or

NATs connected to each other via UDP, it still remains a problem for TCP. In general, a peer with a public IP

address cannot initiate a TCP connection with a peer behind a firewall since the address of the latter peer is

unknown. One way to establish a connection (both for the downloading and uploading of chunks) between

these two different classes of peers is to involve a third party(i.e. the BT tracker). To illustrate, consider a

peer a which is behind firewall while a peer b has a public IP address. When peer a joins the BT system,

it has to contact the tracker so as to obtain a sublist of connecting peers. During this contact, the tracker

remembers the “address” of peer a. When peer b joins the system, the tracker can inform peer a to initiate

the connection with peer b (i.e. a peer behind the firewall needs to initiate the connection). In this way, a

connection between peer a and b can be established. It is also important to note that when two peers are

behind different firewalls (i.e. under different network domains), they cannot establish connection with each

other since they do not know the “address” of each other. This implies that peers behind different firewalls

cannot assist each other in the chunk uploading. This form of interaction is illustrated in Figure 7 wherein

a peer with a public IP address can receive upload service from any peer in the BT system, while a peer

behind firewall can only receive upload service by peers with public IP addresses.

In our model, we assume there are two classes of peers: peers with publicly routable IP address, and

peers behind firewall. Let λp be the average rate at which non-firewalled peers arrive, and λf be the average

rate at which firewalled peers arrive. Denote the number of non-firewalled leechers and seeders as Xp and

Yp, the number of firewalled leechers and seeders as Xf and Yf . For simplicity of presentation, we do

not differentiate peers by the amount of chunks they have cached. Similar to the previous mathematical
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File Enhancement Algorithm
 Choose chunk i probabilistically 

according to:

policy works well when the connection probability ρ is small(i.e., peers have few neighbors). However

when ρ is large(i.e., the peers are quite well connected), it may cause some problem and reduce in file

availability(we will show it by simulations later). In this case, assume that Fi is the rarest chunk and Fj

is the second to the rarest chunk in the system. Due to the large connection probability ρ, nearly all peers

prefer to download Fi and those peers that hold on to Fj depart or abort from the system, then the file will

not be available. This synchronization problem deteriorates the availability especially among the system

with high connectivity where peers may have many neighbors.

To alleviate this problem, we propose the file availability enhancement (FAE) algorithm. In essence, it

tries to randomize the chunk selection process but the rarest chunk will still be selected with the highest

probability. We define ∆hi as:

∆hi =

{

∂V
∂hi

= 2(h̄−hi)
M if hi ≤ h̄

0 otherwise.

Among all its missing chunks, a peer will select Fi with the probability σi where

σi =
∆hi

∑

∀∆hj>0 ∆hj
. (24)

Note that for the above discussion, the value of hi is obtained by examining all n peers in the system, which

implies peers know the global information. In a practical implementation, a peer can only connect to a

subset of peers. In this case, the value of hi is the number of Fi from its neighbors, which is just the local

information. In the following we consider algorithms in both cases: with global information or with local

information. Now we have the following chunk selection algorithms:

• Global Rarest First (GRF): A peer will select Fi from a neighboring peer with probability 1, where

Fi is the rarest chunk in the whole system.

• Local Rarest First (LRF): A peer will select Fi from a neighboring peer with probability 1, where

Fi is the rarest chunk among its connecting peers. This is the built-in chunk selection algorithm in

BitTorrent system.

• Global File Availability Enhancement (GFAE): A peer will select Fi from a neighboring peer with

probability σi, which is calculated by the global information hi for i = 1 . . . M .

• Local File Availability Enhancement (LFAE): A peer will select Fi from a neighboring peer with

probability σi, which is calculated by the local information hi for i = 1 . . . M .

• Random Selection (RD): A peer will select Fi from a neighboring peer assuming Fi is one of its

missing chunk which is cached by the neighboring peer.

Note that, GRF and GFAE require global information for peers to make their decisions, which can hardly

be implemented in real system. So we just use the results of these two policies as benchmarks.
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Figure 8: Availability and throughput by different chunk selection polices in low bandwidth case.

5.2 Performance of Different Chunk Selection Algorithms

In this section, we carry out simulations to compare the effect on average downloading time and file avail-

ability for different chunk selection algorithms described in previous subsection. In each of the simulation,

we allow peers to dynamically join or leave the system. The arrival process of peer is a Poisson process.

A peer can leave the system after obtaining all the necessary chunks, or may abort in the middle of the file

download. In each experiment, the served file has 200 chunks. An initial seeder is put in the system and this

seeder stays in the system from t = 0 to t = 500. All other peers may abort the system before collecting all

chunks at the abortion rate θ, and choose the seeding time according to the leaving rate γ after they become

seeders.

Note that we use the variance measure V defined in Eq. (22) to measure the goodness of the chunk

selection algorithm. Since V depends heavily on the number of peers, while in our simulation, the number

of peers are time varying (due to peer’s arrival and departure). So we define a normalized metric:

vn(t) =

√

V (t)

h̄(t)
,

which is used to measure the variance normalized by the average number of chunks at time t. We use the

mean v̄n of observed vn(t) from time 400 to time 1500.

Experiment 1: Normalized Variance and File Downloading Time under Low Bandwidth Scenario:

In this experiment, we fix the bandwidth for each peer to be B = 4.5, arrival rate λ = 0.4, leaving rate

γ = 0.6, abortion rate θ = 0.01 and transfer rate µ = 0.3. We vary the connectivity probability ρ from 0.2

to 0.8. Fig. 8(a) illustrates the normalized variance for the five chunk selection algorithms. Note that GFAE

and LFAE provide better availability and the random policy is the worst. It is interesting to note that LRF

even performs better than GRF especially when ρ is high, although LRF only uses the local information.

From the trace file of our simulation we find the justification that when ρ is high, peers get information

from most of the peers in the system. So the GRF is more likely to cause the synchronization problem,
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Figure 9: Availability and throughput by different chunk selection polices in high bandwidth case.

which means all peers tends to download the few chunks that are the rarest. LRF brings more randomness to

alleviate this problem. Our FAE with local or global information is better than LRF when ρ is high because

we make a probabilistic choice to remedy this problem. Another important observation is that when we

increase ρ, the availability is also improved by LEF and LFAE. This is because in this simulation setting

we set bandwidth to B = 4.5, so peers can not perform more downloading due to the bandwidth constraint.

Even when we increase ρ so that peers may have more neighbors, they can still download from a small part

of all its the neighbors. This randomness pushes system away from this synchronization problem.

In terms of average downloading time, from Fig. 8(b) we find that the performance of different policies

are actually comparable except the Random policy. Random policy performs worst because it can not

distribute all types of chunks evenly among peers so peers may suffer due to waiting for useful chunks. The

important point is that the GFAE and LFAE provide similar average downloading time as compared with

GRF and LRF, yet, GFAE and LFAE have better availability.

Experiment 2: Normalized Variance and File Downloading Time under High Bandwidth Scenario:

In this simulation, we set bandwidth B = 12 so that we simulate the case that peers have high bandwidth

connection to download the file. In this setting, GFAE is the best in terms of the normalized variance. LFAE

performs better than LRF especially when ρ is high and LRF performs better than GRF. Random policy is

still the worst among the all. We observe that the availability deteriorates when ρ increases. This is due

to the fact that increasing ρ may introduce the synchronization problem, but LFAE is less sensitive in this

regard.

For average downloading time, random policy is still much worse than the others when ρ is small.

Random policy in this situation can not ensure the chunks equally distributed across the system because

peers have only few choice due to the small number of neighbors. But when ρ is large, Random policy has

similar performance as compared with the others.

Experiment 3: Normalized Variance under Different Peer’s Abortion Rates:

In this experiment, we increase arrival rate λ = 0.6, and vary different abortion rate θ from 0.005 to
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Conclusion (Cont.)

 Validate the analytical result with 
extensive simulation (our model is 
more accurate than the Qiu’s model)

 Propose new approach on chunk 
selection algorithm to enhance file 
availability


