Machine learning for digital circuit backend design
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Abstract: Backend design automation bridges logic design and manufacturing in modern integrated circuit (IC) design flow. It is crucial to the eventual design closure. Backend design in the modern design flow needs to consider constraints from both high-level design and low-level manufacturing. With the continuous increase in design complexity and aggressive shrinking of feature sizes, various new challenges have emerged in backend design, especially in modeling and optimization tasks. To tackle these challenges, machine learning has been introduced to backend design automation for efficient modeling and effective optimization. This paper will introduce the typical IC design flow, what machine learning can do in the backend design, and what the literature has explored on machine learning assisted backend design automation.
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0 引言

现代集成电路设计依赖于电子设计自动化软件（electronic design automation, EDA），并按照一定的设计流程进行设计。数字电路设计流程一般分为前端和后端设计。前端设计负责生成功能正确的逻辑实现，后端设计负责将电路网表映射到物理版图上，并保障制造环节的鲁棒性。随着设计复杂度增加、工艺节点向物理极限推进，数字集成电路后端设计难度日趋增加。为应对后端设计的挑战，越来越多的研究将机器学习技术引入到后端算法和流程当中，用以提高建模、搜索和优化过程的性能和效率。
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1 机器学习辅助数字后端设计简介

1.1 数字设计流程及挑战

数字集成电路设计通常分为前端和后端两大设计流程。如图1所示，前端设计负责生成逻辑实现并验证，包含功能设计、系统设计、逻辑综合与验证。后端设计负责生成相应逻辑设计的物理实现，即将逻辑电路网表映射到物理版图上，并确保后续制造的鲁棒性。后端设计环节包含物理设计、物理验证、掩膜设计与验证等步骤。其中，物理设计可进一步分为布图规划、布局、时钟树综合、布线等步骤，掩膜设计与验证则包含光学邻近效应修正、亚分辨率辅助图形生成、光刻仿真等步骤。在实际设计当中，由于各个步骤之间信息相互依赖，设计指标评估复杂，流程需要反复迭代才能实现设计收敛。

1.2 机器学习辅助数字后端设计

机器学习技术近年来发展迅速，特别是在图像识别、自然语言处理、强化学习等领域展现了优异的建模和搜索性能。目前，越来越多的后端设计自动化研究引入机器学习提升传统优化算法的性能和效率，为缓解上述3大挑战提供了可能性。1) 由于其强大的建模能力，它可以为流程中的早期步骤提供精准高效的性能指标评估。比如在布局阶段考虑布线拥塞、时序等，加快设计收敛的效率。2) 由于其数据驱动的特性，它可以为特定设计流程和应用场景定制设计自动化算法。比如布局阶段的拥塞评估依赖于后续布线算法的特点，不同布线算法可能得到不同的拥塞结果。传统评估方法通常考虑独立于布线算法的通用评估，而机器学习技术则可以根据布线算法得到的拥塞数据自动适配模型，实现定制化的设计流程。3) 机器学习技术的普及也降低了开发设计自动化的门槛。提供了一种数据驱动的新方法，将传统解析式的仿真和优化问题转变为一种数据到数据的映射问题，并训练具有强大表达能力的机器学习模型去学习这种映射，弱化了算法开发人员对相关知识背景的要求。比如光刻仿真问题可以抽象为一个图像转译的问题，利用神经网络去...
学习转译映射函数，不再要求一般算法开发人员了解光刻仿真中涉及到的偏微分方程求解等细节。

本文总结了近期机器学习技术在数字后端设计各步骤的应用与问题抽象，特别是在布局布线、时钟树综合、掩模综合与验证等步骤中发挥的作用，并分析这些成功应用背后的共性问题与对应的机器学习技术，为进一步深入研究提供基础。

2 物理设计

物理设计是数字集成电路后端设计中的一个重要步骤。将设计从逻辑综合后的图表示（标准单元和互连）转换为由逻辑门物理形状组成的几何表示。在现代设计中，图神经网络非常适合解析基于图表示的数据。几何表示可以被描述为图像。而基于图像的计算机视觉是机器学习的成熟应用之一。应用于物理设计的典型机器学习模型是卷积神经网络及其变型，例如卷积条件对抗网络等。下面将详细阐述机器学习方法在物理设计各个阶段上的应用。

2.1 布局


除上述工作外，布线阶段的可布线性预测任务也得到了广泛的研究。因为可布线性的优劣会很大程度影响后续的布线性能。深度学习因其在计算机视觉和其他相关任务中展现的性能与效率而被引入到可布线性预测任务当中。Xie等[4]通过布线后特征预测实际布线后设计规则违例（design rule violation）的数量和位置。如图2所示，由于二维布局版图可以表示为图像，因此计算机视觉领域成熟的图像分类问题和可布线性问题具有高度相似性。这使得它们不仅可以采用类似的方法，如卷积神经网络，甚至可以从不同数据集的模型进行迁移学习。Xie等提出的方案是利用ImageNet数据集上预训练的卷积神经网络，在布局数据集上进行微调，得到可布线性预测模型。在布线期间使用该模型的预测来主动避免难以布线的布局结果。Tabrizi等[5]也提出通过预测给定布局设计的规则违例来引导布局。相比于文献[7]，他们从布局中提取了更多特征，而前者是直接将布局设计的原始版图像传到神经网络中。

图2 物理设计与图像分类具有相似性

Fig.2 The similarity between physical design and image classification

大多数传统布局器设计用于处理通用布局而很少关注数据路径布局。实际上自动生成数据路径驱动的布局器是一个开放问题。但是在过去几年中也取得了一系列进展。Ward等[6]提出了一种统一的布局流程，可同时处理随机逻辑和数据路径上的标准单元。其方案为从网表中提取图结构特征和物理特征，并将其输入到一些有效的分类器（例如神经网络）对数据逻辑路径的布局模式进行分类，再根据分
类进行针对数据路径的布局。


2.2 时钟树综合

时钟偏差 (clock skew) 是估计时钟性能的基本指标。现有工作已经表明，修改锁存器布图位置是一种能够有效减少局部时钟树电容的方法[17]。目前存在 3 种锁存器布图修改技术：锁存器移位、锁存器聚类和锁存器组合。为了减少由于局部时钟树导致的额外功耗，Ward 等[18]为每个工艺提供优化过的锁存器布图配置。之后在物理设计阶段采用机器学习模型快速选择最优的配置对锁存器进行布局。

Lu 等[19]提出了 GAN-CTS，它使用生成对抗网络和强化学习进行时钟树预测。如图 3 所示，将触发器分布、时钟网络分布和实验布线结果作为输入图像，利用在 ImageNet 数据集上预训练的 ResNet-50 网络串接上若干全连接层进行特征提取。该框架利用条件生成对抗网络优化时钟树，其中生成器由回归模型所组成，并采用策略梯度算法优化时钟树综合。

![图 3 时钟树综合的特征提取流程](image)

*Fig.3  The feature extraction of clock tree synthesis*

2.3 布线


布线过程是一项非常复杂且耗时的任务，很难通过纯机器学习方法来解决。因此将机器学习模型和传统算法相结合是很有前景的方向，例如采用机器学习模型识别出的软规则来指导布线[25]。通过这种方式可以在保留传统算法稳健性的同时获得更好的
性能。本文还观察到，在数字后端流程中，多个不同实现方式都可能达到相同的性能。考虑到几乎没有从输入到输出的一对一映射监督学习方法可行性较低。这也是广泛使用生成方法（例如，生成对抗网络）的原因，因为它很好地保留了上述一对多映射的自由度。


机器学习不仅在经典的设计流程中有效，它还可以在分体制造等安全制造场景下实现反向工程。Li 等[28]和 Zeng 等[29]成功利用低层的完整信息重建了较高金属层的互连关系。相关技术可以预测两种引脚在较高金属层互连的可能性，有助于重建整个芯片。

3 光刻仿真与掩膜综合

光刻是芯片制造的重要环节。由于流片成本高昂，在流片前对掩膜进行可制造性验证是必不可少的环节。传统光刻仿真与验证的计算代价高昂，成为了设计流程的瓶颈。比如 Synopsys Sentaurus Lithography[30]这类商用物理级别严格光刻仿真软件，在 2 μm×2 μm 掩模切片上单次仿真，需要耗时几分钟（考虑厚掩膜近似模型的仿真时间）。而一颗处理器芯片可以分解为百万至千万个同样大小的切片。随着近年来的掩膜学习领域的突飞猛进，应用机器学习方法替代或辅助光刻领域的传统算法成为一种趋势。同时，本文注意到光刻领域的问题与计算机视觉领域的问题有很高的相似性，将计算机视觉领域的神经网络模型应用到光刻问题，已在光刻仿真、
优化、验证等方面取得了不错的结果。目前机器学习在光刻相关的应用主要包括光刻模型、掩膜优化、版图可制作性预测和版图图形生成。

3.1 光刻模型

光刻模型一般包含两个阶段，第1阶段是光学模型（optical model），第2阶段是光刻胶模型（resist model）。如图5所示，光学模型仿真光通过掩膜照射到光刻胶形成的光强分布（空间像），光刻胶模型仿真光强分布在光刻胶上形成的图案（光刻胶图案）。光学模型一般分为薄掩膜近似和厚掩膜近似。其中薄掩膜近似即Kirchhoff近似，不考虑掩膜的3D效应。物理级别的厚掩膜近似虽然更精准，但仿真耗时长，因此Ye等\cite{38}提出将掩膜视为像素图，将光学模型类比为计算机视觉中的图像生成问题。前人构建了基于条件生成对抗网络（conditional generative adversarial network, CGAN）的光刻仿真模型，通过在放大的光刻胶图案上训练生成对抗网络，LithoGAN能够输出超分辨率的光刻胶图案。相比于传统的物理级别严格仿真，LithoGAN在7 nm的接触层（contact layer）上实现了1 800倍速度的优势。

3.2 掩膜优化

掩膜优化问题是光刻仿真的逆问题。其目标是寻找合适的掩膜图案，使得通过光刻生成的光刻胶图案最接近目标版图。掩膜优化技术包括亚分辨率辅助图形（sub-resolution assist features, SRAF）、光学邻近效应修正（optical proximity correction, OPC）以及逆向光刻图形技术（inverse lithographic techniques, ILT）。

光学邻近效应修正技术通过改变目标图案的边缘来增强光刻性能，保证正确的关键尺寸（critical dimension）。早期OPC主要研究如何设计调整目标图案边缘的方案，比如Awad等\cite{43}采用一种同时移动关键图案邻边的优化算法。GAN-OPC\cite{44}将问题建模为图像到图像的转换问题，使用生成对抗网络直接生成OPC结果，为解决这一类问题提供了新思路。

亚分辨率辅助图形技术在目标图案附近插入亚分辨率图形，以干涉来增强目标图案。早期SRAF主要基于规则或模型，如商用工具Mentor Graphics Calibre中采用的方案\cite{39}。近来出现了基于机器学习模型的SRAF插入技术，即采用类似于GAN-OPC的思路，GAN-SRAF\cite{45}将插入亚分辨率图形的问题建模为图像到图像的转化问题，使用生成对抗网络来生成亚分辨率辅助图形。

逆向光刻图形技术从光刻仿真逆问题的角度同时解决亚分辨率辅助图形插入和光学邻近效应修正的问题。如图6所示，ILT过程以目标版图为输入，优化掩膜图案使得生成的版图最接近目标版图。相比于SRAF和OPC，ILT拥有更大的搜索空间。Poonawala等\cite{46}最早将光刻优化的问题表述为逆成像问题。沿着这条思路，MOSAIC\cite{47}引入U-Net\cite{48}神经网络模型作为求解器，生成优化的掩膜结果。
3.3 版图可制造性预测

热点检测问题是版图可制造性的关键问题。如图7所示，将版图中可能无法正常制造的区域称为版图的热点。提前检测出版图中的热点区域可以帮助设计者及时改进版图。由于光刻仿真计算开销高，运行时间长，版图热点检测旨在版图通过光刻仿真之前，预测版图中可能出现的问题区域。

版图热点检测的两大主流算法为模式匹配和机器学习。模式匹配方法通过比对版图热点数据库的版图拓扑来识别可能存在问题的版图。在先进工艺节点下，模式匹配方法受限于热点数据库的通用性，更多研究选择了使用机器学习来预测版图热点。早期将传统机器学习模型应用于热点检测问题的尝试包括：使用支持向量机检测区域内是否存在热点，使用贝叶斯模型检测。Yang等首次将版图热点检测问题类比为图像分类问题并考虑热点检测数据中的严重数据不均衡，并引入计算机视觉领域的卷积神经网络训练预测模型。Chen等进一步研究如何同时检测出一个版图区域内可能存在多个热点的场景，并将其问题抽象为计算机视觉领域的目标检测问题。

3.4 版图图形生成

机器学习也被应用在版图图形数据库的构建中。有效的版图图形数据库需要满足：1）不违背设计规则；2）模式尽可能多样。Yang等提出将版图图形生成问题抽象为带约束的随机图像生成问题，使用transforming convolutional auto-encoder编码版图到高维空间，扰动高维空间的向量获得版图的变体。Zhang等进一步提出一种尽量生成不违背设计规则的合法版图的方法，即使用VCAE自编码模型生成版图经过高斯扰动得到的变体，并使用条件对抗生成网络合法化生成的版图，再经由对抗自编码器过滤掉不合法的版图图形。

4 结 论

本文回顾了数字集成电路设计自动化的主流流程，以及在先进工艺下数字后端设计中建模和优化的挑战。在此基础上，介绍了如何运用机器学习技术辅助后端设计中的建模和优化问题，并就物理设计和光刻环节的设计自动化问题抽象和相应的机器学习技术展开了讨论。可以看到，机器学习在数字后端设计自动化中主要处理图和图像等两类数据，这些数据分别来自于电路网表和版图特征。同时，机器学习的任务也较为多样，包括分类、回归、图像生成、参数搜索等。相信随着研究的不断深入，机器学习将与数字后端设计的传统算法更加有机地结合，实现更精准高效的建模与优化。
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