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With the rapid development of semiconductors, the size of transistors is continuously scaling down. The

shrinking circuit size poses great challenges to optical proximity correction (OPC) and hotspot detection

(HSD). Recent advancements in OPC and HSD commonly employ deep neural networks, achieving impressive

performance within a limited runtime. Based on these achievements, we observe that deep-learning-based

models of both HSD and OPC require knowledge of layout structure information. Furthermore, these two

tasks are closely related to the lithography process during chip manufacturing. Observing such strong rela-

tionships, we propose that integrating OPC and HSD into a unified deep learning model will contribute to

the performance of both tasks. To bridge the relationship between OPC and HSD, we first pre-train a layout

understanding model built on the mask modeling technique, which effectively captures the layout geometric

information, and then the pre-trained model can be easily fine-tuned on HSD and OPC with limited data. To

fully pre-train the layout understanding model (LUM), we create a large layout dataset using layout genera-

tion techniques, solving the data-hungry issues. Experimental results show that the fine-tuned LUM model

achieves remarkable performance on both OPC and HSD tasks.
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1 Introduction

In chip manufacturing, due to the proximity effect [1] during the lithography process, mask opti-
mization techniques, including optical proximity correction (OPC), are first adopted to obtain
the desired mask patterns, which facilitates the reduction of printing errors. Inverse lithography

technology (ILT) [2] is a mathematically rigorous approach that optimizes the shapes on the mask
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Fig. 1. Traditional mask optimization and hotspot detection process, where detecting hotspot regions has
to rely on the result of previous mask optimization.

to achieve the desired wafer patterns. It has been explored and developed as the new generation
of mask optimization techniques, which is expected to solve the challenges of advanced technol-
ogy nodes such as extreme ultraviolet (EUV) [3]. However, traditional ILT algorithms [4–6]
typically adopt iterative methods such as gradient descent to optimize the misfit between the
printed image on the wafer and the target pattern, and the whole process requires many itera-
tions for convergence, suffering from runtime overhead. To alleviate this problem, researchers
propose multiple algorithms to boost the efficiency of ILT [7–15]. Some methods try to optimize
the traditional ILT algorithm. For example, Yu et al. [8] rely on the CUDA toolkit to implement
a GPU-accelerated Fourier transform algorithm, accelerating a critical and time-consuming step
in the lithography simulation model. Inspired by the multigrid method, the proposed architecture
in [14] involves a lithography simulation scheme that operates at multiple resolutions. The pro-
posed coarse-to-fine simulation scheme can effectively achieve ILT acceleration. Chen et al. [15]
introduce a differentiable lithography imaging framework based on differentiable programming.
It fully leverages the computational power of GPUs to simplify the optimization of resolution
enhancement.

In recent years, the advancement of convolutional neural networks (CNNs) has spawned
powerful techniques for ILT acceleration. Related works try to learn an ILT solver using stacked
convolutional layers. By fully utilizing the massive computation resources of GPU, they can output
the optimized mask patterns within a short runtime. For example, GAN-OPC [9] utilizes a CNN-
based generation model, GAN [16], to quickly approximate an initial mask solution of the test
target and then conduct further refinements on the initial mask to improve the solution quality.

Although considerable progress has been made in mask optimization, there may still exist de-
fects that can potentially lead to open or short failures. As illustrated in Figure 1, traditional defect
detection methods typically sample a series of points on the optimized masks of the layout pat-
tern and then measure edge placement errors (EPEs). The locations with unacceptable EPEs
are regarded as hotspot regions. The main drawback is that these methods cannot achieve end-
to-end defect detection since they always require mask optimization results, causing extra time
overhead. Moreover, the calculation of EPE is not straightforward, and due to the varying com-
plexities of layouts, the number of sampling points differs significantly, making it challenging to
perform parallel computations. Therefore, it is not efficient to identify the potential defects after
the lithography simulation. Besides, since such a detection process involves sampling, the accuracy
is also influenced by the sampling frequency. Higher sampling frequencies result in higher detec-
tion accuracy but lower efficiency. We hope to advance the defect detection process. By performing
hotspot detection before lithography simulation, potential hotspot regions can be identified early
in the design flow, which allows design teams to take proactive measures to address these hotspots,
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such as applying design rule modifications or layout optimizations, before the lithography simu-
lation. Early detection of hotspots enables designers to mitigate potential issues and improve the
overall manufacturability of the chip.

Various practical and efficient hotspot detection methods have been developed to overcome
these limitations in recent years. The main idea is to directly detect hotspot regions from the given
target patterns instead of analyzing the mask patterns after the time-consuming mask optimization
process. In this way, the overall runtime can be remarkably reduced. Recent hotspot detection
can be generally divided into two categories: (1) The first relies on pattern-matching techniques.
These methods [17–19] first take a collection of hotspot layout patterns and use them to scan over
new designs to identify any matched patterns as hotspots. For example, Wen et al. [18] propose
a density-based layout encoder that can discriminate between the hotspots and non-hotspots via
principal component analysis (PCA). (2) The second category formulates the hotspot detection
task as a binary classification problem, which can be effectively tackled by deep neural network

(DNN) models. Related works [20–26] are encouraged by the great success of learning models in
the image classification field. For example, Yang et al. [22] propose to extract layout features with
discrete cosine transform and utilize a CNN architecture for hotspot detection. The performance
is further improved with the proposed bias learning algorithm because of the imbalanced dataset.
Inspired by the object detection problem in computer vision, Chen et al. [25] propose to detect
multiple hotspots within large layouts simultaneously.

For pattern-matching methods, although they can overcome the time-consuming drawback,
their generalization abilities are always unsatisfactory. To be specific, when given hotspot pat-
terns that cannot match any pattern in the pre-collected dataset, these methods may fail to detect
them. As a result, deep learning models, which can automatically learn to extract key features
from layout patterns, are preferred in the state of the art. However, there are still some issues
with learning-based methods: (1) Current deep-learning-based hotspot detection models are usu-
ally trained and tested on small labeled datasets, such as the ICCAD 2012 benchmark [27]. These
small datasets lead to a data-hungry problem in academic research of EDA and may easily cause
over-fitting of learning models. Therefore, learning models trained by these datasets usually have
poor performance when transferred to real industrial scenarios. (2) As mentioned above, hotspot
detection is closely related to mask optimization since the quality of mask optimization will de-
termine whether any hotspot exists. However, these methods simply regard hotspot detection as
an image classification problem and do not effectively utilize any prior knowledge of the mask
optimization and lithography process.

To improve the generalization ability, we aim to design a large pre-trained model, which can
leverage more training data. Such a model can be easily transferred to multiple downstream EDA
tasks. Considering that both hotspot detection and mask optimization call for the understanding
and knowledge of the layout geometry and the lithography process, we argue that hotspot detec-
tion and mask optimization should be integrated into a unified deep learning model, as shown
in Figure 2. Based on these motivations, a strong pre-trained layout understanding model

(LUM) is proposed, where we design a customized training scheme called domain-crossing masked
layout modeling. The proposed framework is inspired by the large pre-trained model in deep
learning, such as mask auto-encoder (MAE) [28] and generative pre-trained transformer

(GPT) [29], which achieves incredible performance on many downstream tasks. In LUM, we first
generate a large amount of layout data and randomly mask a portion of the layout tile. Then, a
training scheme called domain-crossing mask layout modeling is proposed to guide the model
training, which is illustrated in Figure 3. It can be seen that LUM is responsible for restoring both
target images and ILT results from the given masked images. In this way, we can not only leverage
massive masked layout data to pre-train the model sufficiently but also embed the awareness of
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Fig. 2. Our proposed unified framework. A pre-trained layout understanding encoder can boost performance
on both OPC and HSD.

Fig. 3. Illustration of domain-crossing masked layout modeling. It restores the desired patterns from a
masked layout tile.

the lithography process and mask optimization into LUM. After pre-training, we can easily fine-
tune the pre-trained LUM with fewer data while achieving satisfactory performance on various
layout understanding tasks, including both OPC and HSD. The main contributions of this article
are listed as follows:

— We unify mask optimization and hotspot detection through the proposed pre-trained LUM.
— We create the SynLayout dataset, a large layout dataset, using layout generation techniques,

which solves the data-hungry issue.
— Our proposed learning scheme, masked layout modeling, helps LUM better capture the geo-

metric information of layout patterns, which contributes to the ability of mask optimization
and hotspot detection.

— Experimental results show that our pre-trained LUM achieves remarkable performance
when fine-tuned on both OPC and HSD tasks.
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The rest of this article is organized as follows. Section 2 introduces preliminaries about OPC,
HSD, and mask modeling. Section 3 elaborates on the LUM with customized domain-crossing
mask modeling and target reconstruction mechanisms. Section 4 details our generated large layout
dataset and experimental results, followed by the conclusion in Section 5.

2 Preliminaries

In this section, we will introduce some preliminary knowledge related to this work.

2.1 Optical Proximity Correction

During the lithography process, the input mask M is first transformed through an optical projec-
tion system into the aerial image I . The distribution of light intensity at the wafer plane then forms
the printed image Z with the development and etching processes. OPC is a widely used mask op-
timization technique, which is used to find an optimized mask Mopt = f −1(Zt ), where Zt is the
design target, and f (·) stands for the lithography process under the nominal process condition.

A mathematical model is proposed to simulate the lithography process. It is composed of two
parts: an optical projection model and a photoresist model. For the optical projection process, the
Hopkins diffraction model of the partial coherence imaging system is adopted to approximate the
projection behavior. In mathematics, the aerial image I can be approximated by convolving the
mask M with a set of optical kernels H [2], formulated as

I (x ,y) =
N 2∑
k=1

wk |M(x ,y) ⊗ hk (x ,y)|2 , (1)

wherehk is the kth optical kernel of the optical kernel setH , andwk is the corresponding weight of
the coherent system. “⊗” represents the convolution operation. To save the computation resources,
an Nhth-order approximation to the partially coherent system is proposed in [2], represented as

I (x ,y) =
Nh∑
k=1

wk |M(x ,y) ⊗ hk (x ,y)|2 , (2)

where the kernel number Nh is 24 in our work.
After optical simulation, the aerial image I is input into the photoresist model with an intensity

threshold Ith , which indicates the exposure level. And the final binary printed imageZ is calculated
by the following step function:

Z (x ,y) =
{
1, I (x ,y) ≥ Ith ;

0, I (x ,y) < Ith .
(3)

To evaluate the quality of the optimized mask, we define the following three metrics.

2.1.1 Process Variation Band (PVB). In the real-world lithography system, process variations
will cause deviations in the final printed image, leading to printing failure. Under different lithog-
raphy conditions, such as focus/defocus depth and incident light intensity, printed images have var-
ious contour results, as shown in Figure 4(a). The process variation band (PV Band) computes
the difference between the outermost and innermost contour to evaluate the printing robustness,
which is formulated as follows:

PVB(Zout ,Zin) = | |Zout − Zin | |22 . (4)
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Fig. 4. Illustration of the metrics. (a) PVB quantifies the discrepancy between the maximum and minimum
process corners. (b) L2 measures the difference between the nominal resist image and the desired target
image. (c) EPE estimates the geometric distortion of the nominal resist image.

2.1.2 Square L2 Error. Given the target image Zt and the printed image Znom , which rep-
resents the image printed via nominal lithography process condition, the square L2 loss is
calculated as:

L2(Znom ,Zt ) = | |Znom − Zt | |22 . (5)

2.1.3 Edge Placement Error (EPE). Edge placement error is used to evaluate the difference of
the contour between the target design Zt and the image Znom . To calculate the EPE, a series of
points are sampled along the contour of the target design. If the distanceD(x ,y) between the target
design and the printed image is larger than an EPE constraint thEP E , the point (x ,y) is labeled as
an EPE violation:

EPE Violation(x ,y) =
{
1, D(x ,y) ≥ thEP E ;

0, D(x ,y) < thEP E .
(6)

2.2 Hotspot Detection

The lithographic process always involves many variations, and some patterns are sensitive to these
variations, which may cause potential open or short-circuit failures. These failures will undoubt-
edly reduce manufacturing yields. Layout pattern regions that are sensitive to lithographic process
variations are defined as hotspot regions. To improve the manufacturing yield, an efficient and
accurate hotspot detection technique must be developed to help locate the defect positions of lay-
outs. A high-performance hotspot detector should correctly detect as many hotspots as possible
and avoid mistaking non-hotspot patterns for hotspot patterns. To evaluate the performance, we
define the following metrics.

2.2.1 Accuracy. The ratio between the number of correctly detected hotspots and the number
of ground-truth hotspots.

2.2.2 False Alarm. The number of non-hotspots that are predicted as hotspots by the classifier.

2.3 Masked Modeling

Masked modeling is such a learning task: masking a portion of input contents and attempting to
restore the contents hidden by the mask [30]. Masked language modeling, including BERT [31] and
GPT [29], is the first successful application of masked modeling in natural language processing.
Typically, it is a fill-in-the-blank self-supervised learning task, where a model learns representa-
tions by predicting what a masked word should be according to the context words surrounding the
token. Recently, masked image modeling [28, 32] follows a similar way to learn representations by
predicting the missing parts at the pixel or patch level. Once the model is trained and evaluated, it
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Fig. 5. Overview of the proposed framework, consisting of the pre-training, fine-tuning, and co-evolution
phases. The solid and dashed lines indicate the feed-forward and back-propagation in training, respectively.

can be deployed in production systems for various applications, such as object detection, instance
segmentation, semantic segmentation, or medical image analysis. Mask modeling plays a crucial
role in computer vision tasks where precise localization and pixel-level understanding of objects
or regions are required.

Nonetheless, the techniques described above have only been shown to be useful for natural lan-
guage and image modeling. Masked modeling has not been fully explored in the EDA domain. It is
widely known that there are many layout-related tasks that call for strong layout understanding
abilities of the deep learning model. In this work, we aim to investigate the application of masked
modeling for more robust layout feature extraction. We mask a portion of the layout, and our
LUM is responsible for restoring the masked layout image. In addition, regarding the uniqueness
of EDA layouts and tasks, we have made many customizations to the mask layout modeling mech-
anism, which is significantly different from the mask modeling mechanisms in computer vision
and natural language processing fields, which will be detailed in Section 3.5.

With the evaluation metrics defined in Sections 2.1 and 2.2, we formulate the objective of LUM
as follows:

Problem 1 (Layout Understanding Model). Given a collection of layout patterns, the objective

of the LUM is to learn to capture the geometry information so that it can achieve satisfactory perfor-

mance on both OPC and HSD. For OPC, the printed image is supposed to be close to the target image

under different process conditions, such that the EPE, L2 loss, and PV Band are minimized. For HSD,

LUM is supposed to locate and classify all hotspots and non-hotspots, such that the detection accuracy

is maximized and the false alarm is minimized.

3 Algorithms

In this section, the architecture of our LUM will be explained in detail. We will introduce the
critical components that enable the LUM to be equipped with strong generalization abilities that
differentiate LUM from previous attempts on layout feature learning models. We also show how to
incorporate the prior knowledge of mask optimization into LUM, which remarkably contributes
to the HSD and OPC performance.

3.1 Overview

As shown in Figure 5, the proposed framework consists of two phases:

3.1.1 Pre-training Phase. In this phase, we employ the proposed domain-crossing masked
layout modeling method to pre-train the model. The masking strategy (Section 3.2) masks a
specific portion of input patches, the LUM encoder (Section 3.3) maps the input patches to the
latent space, and the LUM decoder (Section 3.4) aims to recover the desired layout patterns. During
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the pre-training stage, the inputs and outputs can be target images or optimized masks. This
training scheme enables the model to acquire knowledge of the two domains. The reconstruction
target (Section 3.5) guides the pre-training process via back-propagation.

3.1.2 Fine-tuning Phase. Since our framework is targeted at OPC and HSD, we need an OPC
decoder and an HSD decoder to accomplish these two tasks according to the encoding from the
LUM encoder. We fine-tune the LUM decoder used in the pre-training phase to build the OPC
decoder. In addition, we introduce a new HSD decoder for classification. Section 3.6 demonstrates
how to fine-tune the model on these tasks.

3.2 Masking Strategy

Before training our LUM framework to restore the layout pattern, the first step is to mask a por-
tion of the layout tile suitably. Most recent mask modeling approaches, such as MAE [28] and
SimMIM [32], followed a uniformly random masking method at the patch level. Inspired by these
works, the layout pattern in our work is first divided into non-overlapping patches of size 4 × 4,
and part of the patches are randomly masked.

The masking ratio is critical for model training. A suitable ratio can ensure that the masking lay-
out patterns effectively eliminate redundancy, resulting in a task that cannot be solved by extrap-
olation from visible neighboring patches. In previous vision works, a commonly adopted masking
ratio is 75%. However, we find that such a high ratio is not suitable for our task since the meaning
of the semantic information of layout patterns is more sparse than in regular images. To determine
a suitable masking ratio, a series of experiments are investigated, and we finally set the masking
ratio as 50%.

3.3 Encoder

The LUM encoder is responsible for modeling latent feature representations of the masked patches,
which are then utilized to forecast the original signals in the masked area. The learned encoder
should be capable of adapting to different tasks. Recently, Transformer [33] has become a powerful
encoder in both vision and language areas. The transformer encoder consists of multiple layers,
of which the most important one is multi-head self-attention, allowing the model to capture in-
formation at different positions globally [33]. To deal with image inputs, Vision Transformer

(ViT) [34] splits an image into fixed-size patches, each of which is regarded as a token in sequen-
tial data. Given an input layout of size H ×W ×C and the patch size P , the representation is first
transformed into patches {x1,x2, . . . ,x HW

P 2
}. The Transformer encoder first packs the patches as

a matrix, represented as X ∈ R
HW

P 2 ×CP 2

. Next, a fully connected layer maps the patches to the

input embeddings XE ∈ R
HW

P 2 ×NH . To differentiate the positions of patches, positional encodings

EP ∈ R
HW

P 2 ×NH are then added to the input embeddings:

XP = XE + EP . (7)

Given the embedding matrixXP , the multi-head self-attention layer projects it onto three different
subspaces, which can be represented as

{Q,K ,V } = {XPW
Q ,XPW

K ,XPW
V }, (8)

where W Q , W K , and W V are three projection matrices, which project XP onto Q , K , and V , re-
spectively. The output of the multi-head self-attention layer can be formulated as

MultiHead(Q,K ,V ) = Concat (H1, . . . ,Hh)W O , (9)
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Fig. 6. The structure of the Transformer block.

where Hi , i ∈ {1, 2, . . . ,h} is the output of a single scaled dot-product attention head as shown
in Figure 6, and h is the number of heads. Hi is computed by

Hi = Attention
(
QW Q

i ,KW
K

i ,VW
V
i

)
= Softmax

[
QW Q

i

(
KW K

i

)�
√
dk

]
VW V

i .
(10)

For each attention head, the original inputs Q,K ,V are further projected onto different subspaces

via projection matrices W Q
i ,W

K
i , and W V

i , so that different heads deal with different input to
learn richer information [33]. The attention head then computes the similarity between the
projected query and key via scaled dot-product and a softmax function is applied to obtain
the weights on the projected value. The multi-head self-attention layer concatenates all the
outputs Hi , i ∈ {1, 2, . . . ,h} from different heads and then reduces the high-dimension fea-
ture Concat (H1, . . . ,Hh) to low dimension via another projection matrix W O as formulated
in Equation (9).

However, as formulated in Equations (9) and (10), the vanilla Transformer [33] is extremely
computationally expensive. Inspired by Swin Transformer [35], our encoder module introduces
three extra mechanisms to further improve the efficiency while keeping the advantage of the
Transformer [33]. The first one is the local attention mechanism. Instead of applying attention
to all patches, we group the patches into W ×W windows, and a multi-head self-attention layer
is employed within each window. Such a mechanism is implemented as a window multi-head

self-attention (W-MSA) layer. Local attention improves computation efficiency but lacks global
perception. The second mechanism solves this problem by introducing shifted windows to parti-
tion the original layout pattern. Specifically, the local attention mechanism uses a regular window
partitioning strategy that starts from the top left, while the shifted window mechanism displaces
the windows by (�H

2 	, �
W
2 	). Figure 7 illustrates the cross-connection ability of the shifted windows

mechanism. This mechanism is called a shifted window multi-head self-attention (SW-MSA)

layer. Furthermore, the patch merging mechanism downscales the features by concatenating neigh-
boring patches, which can enable the aggregation of multiscale information. Our encoder contains
multiple stages, and Figure 8 presents a single stage, which consists of a patch merging layer and
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Fig. 7. The shifted window approach for computing self-attention in our proposed encoder architecture. In
layer W-MSA, we adopt a regular window partitioning scheme, as shown in the left part, and self-attention
is computed within each local window. In layer SW-MSA, the window is shifted, as shown in the right part.

Fig. 8. Illustration of a stage in the Swin Transformer architecture, which consists of a patch merging layer
and Ni Swin Transformer blocks.

Ni Swin Transformer blocks. Each Swin Transformer block includes W-MSA, MLP, SW-MSA, and
MLP layers, where MLP means multi-layer perceptrons.

3.4 Decoder

The LUM decoder is designed based on the feature pyramid network (FPN) [36], which is a
widely used and effective technique in the field of computer vision. FPN serves as a versatile feature
extractor that capitalizes on the inherent and pyramidal hierarchy of features. This allows for the
extraction of multi-level feature representations.

In our framework, the LUM decoder takes as input the output features obtained from the four
stages of the LUM encoder depicted in Figure 9. These features serve as the foundation for the
subsequent decoding process. To generate feature maps with varying levels of detail, the LUM
decoder employs a top-down pathway. This pathway utilizes convolutional layers, residual con-
nections, and a pyramid pooling module [37] to process the input feature maps. The result is the
creation of multi-scale feature maps, each containing features at different levels of abstraction.
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Fig. 9. LUM decoder. The inputs to the LUM decoder are the output features from the four stages of the LUM
encoder. With a top-down pathway, multi-scale feature maps can be generated, each containing different
level features.

In addition, lateral connections are introduced to integrate information from different levels of
the feature hierarchy. These connections combine feature maps from different levels and facilitate
the creation of a single consolidated feature map. This final feature map is then fed through readout
convolutional layers to produce the ultimate output, which represents the generated layout.

3.5 Target Reconstruction

Our model is able to receive or output target images or optimized masks. For example, receiv-
ing the target image and generating the optimized mask is equivalent to the OPC. Receiving the
masked target image and generating the restored target image is the layout reconstruction process.
Combining different input and reconstruction targets enables our LUM to acquire knowledge of
different domains.

To distinguish between target images and optimized masks, we design an additional type of
embedding for the LUM encoder. Specifically, given the input embeddings XE , we apply the type
embedding by

XP =

{
XE + ET , if the input is a target image,

XE + EM , if the input is an optimized mask.
(11)

Similarly, we also introduce the type embedding to the LUM decoder. The embedding matrix ẼT

or ẼM is added to the input of the MLM decoder. We set the type embedding matrices ET , EM , ẼT ,

and ẼM as trainable. This mechanism enables the encoder and decoder to differentiate between
the two domains.

During the pre-training stage, when given a layout tile X , we first obtain its corresponding

target image XT and optimized mask XM . Next, we mask the images and get XT , XM . Denoting
the mask layout modeling with f : RH×W → RH×W , the reconstruction target can be formulated
as

Lcross (X ) = ‖ fTT (XT ) −XT ‖22 + ‖ fT M (XT ) −XM ‖22+

‖ fMT (XM ) −XT ‖22 + ‖ fMM (XM ) −XM ‖22 .
(12)

In Equation (12), the two subscripts of f indicate the input and output domains. For example,

fT M uses ET as the encoder-type embedding and ẼM as the decoder-type embedding.

3.6 Fine-tuning

In the fine-tuning phase, we adapt the pre-trained model to HSD and OPC tasks by freezing the
parameters of the pre-trained LUM encoder, and then we fine-tune the OPC decoder and train
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ALGORITHM 1: LUM Fine-tuning

Input: Pre-trained LUM encoder Pencoder ;
Output: Fine-tuned OPC decoder Popc and HSD decoder Phsd

1: Fix Pencoder ;
2: Popc ← Initialize OPC decoder parameter;
3: for t = 1 to Epoch do

4: Sample a train set from dataset DM;
5: Train Popc to minimize LOPC ;
6: end for

7: Phsd ← Initialize HSD decoder parameter;
8: for t = 1 to Epoch do

9: Sample a train set from dataset DM;
10: Train Phsd to minimize LH SD ;
11: end for

an HSD decoder. The whole fine-tuning process is illustrated in Algorithm 1. For OPC, we simply
fine-tune the pre-trained mask layout modeling decoder to predict the optimized masks. Given the
target image XT and the ground-truth optimized mask XM , the loss function is defined as

LOPC (XT ,XM ) = LM (XT ,XM ) + LL2(XT ) + LPV B (XT ). (13)

The loss function (Equation (13)) involves the following components:

— The similarity between the predicted mask and the optimized mask is minimized by

LM (XT ,XM ) = ‖ fT M (XT ) −XM ‖22 . (14)

— The L2 loss minimizes the distance between the printed image and the target image, which
is formulated as

LL2(XT ) = ‖ fZ (fT M (XT )) −XT ‖22 . (15)

The printed image fZ (fT M (XT )) is computed by the lithography simulation model, which
is described by Equations (2) and (3).

— LPV B (XT ) improves the robustness of the OPC results by minimizing the distance between
the printed images at the maximum and minimum process corners. Specifically, the maxi-
mum and minimum process corners are modeled by lithography kernels Hmax and Hmin ,
respectively. Given the printed images fZmax

(fT M (XT )) and fZmin
(fT M (XT )), the PVB loss

is defined as

LPV B (XT ) = ‖ fZmax
(fT M (XT )) − fZmin

(fT M (XT ))‖22 . (16)

Since the objective of HSD is very different from the OPC task, a customized HSD decoder
is specifically designed to output whether there exist hotspot regions in the layout patterns. As
shown in Figure 10, the HSD decoder is composed of three consecutive convolution layers, which
receive the output of the previous encoder and predict whether there exists a hotspot in each patch
as discussed in Section 3.2. Therefore, the output of the HSD decoder is an N × N feature map,
where each pixel value denotes the probability of the hotspot region. To guide the learning of the
HSD decoder, we adopt a loss function based on the cross-entropy loss, which is defined as

LH SD (XT ) =
N∑

x=1

N∑
y=1

−pxy log p̂xy − (1 − pxy ) log (1 − p̂xy ), (17)
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Fig. 10. HSD decoder.

Table 1. Design Rules [9] Followed by Our
SynLayout Dataset

Design Rule Min Size(nm)
M1 critical dimension 80

Pitch 140

Tip-to-tip Distance 60

where pxy and p̂xy denote the ground truth and prediction probability of the hotspot region, re-
spectively. Once we have constructed the training data and completed the model training, those
using our model to find hotspots in test data will no longer need to perform lithography simula-
tions, greatly enhancing detection efficiency. Therefore, we only need to make a one-time effort
to achieve a once-and-for-all process.

4 Experiments

We implement our entire framework LUM with the widely used deep learning library Pytorch [38].
The model is tested on a Linux system with a 2.3 GHz Intel Xeon CPU and a single NVIDIA GeForce
RTX 3090 GPU. To verify the efficiency and robustness of our approach, we synthesized a large
layout dataset, called SynLayout Dataset, to test the performance of LUM.

4.1 SynLayout Dataset

In previous works, the ICCAD 2012 [27] and ICCAD 2013 [39] benchmarks are two commonly used
layout datasets for hotspot detection and mask optimization. However, these benchmarks are only
used for academic research, and they contain very limited layouts. To be specific, ICCAD 2013 [39]
only contains 10 2μm × 2μm metal layer clips, which are too small to fit AI solutions. To create a
larger dataset, GAN-OPC [9] releases around 4k synthetic tiles of metal layer. However, its scale
still cannot meet the training requirements of deep learning models currently applied in layout-
related tasks. Previous learning models trained by these small datasets usually have unsatisfactory
performance when applied in real industrial scenarios due to weak generalization ability.

In order to further improve the generalization ability of our model, we are supposed to generate
and leverage more layout pattern data to train our LUM effectively. Therefore, we create a new
layout dataset called SynLayout following the layout generation method proposed in [40]. The
SynLayout dataset is based on the 32nm technology node, which is the same as the ICCAD 2013
benchmark [39]. We adjust the wire sizes to make sure the shapes in synthesized layouts are similar
to those in the given benchmark. To generate experimental cells, all the shapes are randomly placed
together based on a series of design rules as shown in Table 1. We synthesize 16,000 tiles, and we
split 70% of the data for training and 30% of the data for testing. Figure 11 shows synthetic layout
pattern examples that follow legal design rules.
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Fig. 11. Examples of synthetic layout patterns.

Table 2. Benchmark Information of Our SynLayout Dataset, ICCAD
2012 [27] Dataset, and ICCAD 2013 Dataset [39]

Benchmark SynLayout ICCAD 2012 [27] ICCAD 2013 [39]

Layout Count 16000 10 5

In addition, we need to obtain the corresponding optimized masks and hotspot regions of all
generated layout patterns, which act as supervised signals. Optimization-based ILT methods are
adopted to obtain the accurate optimized masks of our generated layouts. L2 loss (Equation (15)),
PVB loss (Equation (16)), and curvature loss [7] are employed in the ILT method to ensure the mask
quality while minimizing the mask complexity. To find out hotspots that cause open and short cir-
cuits, we sample a series of points, calculate their EPE values, and identify locations with EPE
violations as hotspot regions. According to the EPE violation count, there are 43,269 hotspots in
training layouts and 18,120 hotspots in test layouts. Additionally, we compare the benchmark statis-
tics between SynLayout and ICCAD 2012 [27], as well as ICCAD 2013 [39], in Table 2. In Figure 12,
we utilize t-SNE to visualize the distribution of the three datasets. T-SNE is a statistical method for
visualizing high-dimensional data by assigning each data point a location in a two-dimensional
map. Based on Table 2 and Figure 12, it is evident that SynLayout surpasses both ICCAD 2012 [27]
and ICCAD 2013 [39] in terms of layout number and diversity. Such a large dataset allows LUM to
learn from diverse layout patterns and acquire the knowledge necessary for accurate downstream
layout tasks, including both OPC and HSD. Although generating this training data may require
additional effort, it plays a vital role in training a robust and effective model.

4.2 Results Comparison

Table 3 shows the comparison hotspot detection results of our proposed framework and several
other state-of-the-art hotspot detectors. The comparison results illustrate that our model LUM has
satisfactory performance. Specifically, the average accuracy of our framework is 94.21% compared
to 91.94%, 89.76%, and 85.66% for ICCAD ’21 [42], DAC ’19 [25], and TCAD ’19 [41], respectively.
Besides, the advantage of our framework is that it suppresses the false alarm effectively, which
decreases 55.2%, 30.0%, and 11.8% of the false alarm reported by TCAD ’19 [41], DAC ’19 [25],
and ICCAD ’21 [42], respectively. As for runtime, it on average takes 0.22 s for LUM to detect
a hotspot on a single layout, which is a little bit slower than ICCAD ’21 [42] (0.12 s) and faster
than the other two works. This is because our model is designed for multiple tasks, including
both hotspot detection and mask optimization, and the architecture of LUM is more complex than
ICCAD ’21 [42]. In contrast, the model in ICCAD ’21 [42] is only used for hotspot detection and
has a simple structure. However, we think the runtime is still comparable, and it is worth achieving
much better performance at the cost of extra limited time.
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Fig. 12. T-SNE of (a) SynLayout dataset, (b) ICCAD 2012 dataset, and (c) ICCAD 2013 dataset.

Fig. 13. Examples of OPC results. (a) shows a mask output by the pre-trained LUM without further training.
(b) is a well-optimized mask from the “Ours-Exact” setting. (c) is a mask from the “Ours-Fast” setting which
also shows satisfactory performance.

Table 3. Comparison with State-of-the-art HSD Methods on
SynLayout Dataset

Accuracy (%) False Alarm Runtime (s)

TCAD ’19 [41] 85.63 6384 0.40
DAC ’19 [25] 89.76 4629 0.28
ICCAD ’21 [42] 91.94 3241 0.12

Ours 94.21 2860 0.22

4.3 What Does LUM Learn?

Our motivation for designing LUM is to incorporate prior knowledge of mask optimization into the
model, which will improve the accuracy of hotspot detection. To prove that LUM has also learned
the process of OPC, we concatenate the encoder and the OPC decoder and ask LUM to receive the
target image and directly output the optimized masks without any fine-tuning process. Figure 13(a)
presents an example of the pre-trained results. Figure 13(b) is the well-optimized mask output by
our fine-tuned model and further refined using the optimization-based ILT method. Comparing
Figure 13(a) to Figure 13(b), the generated masks without OPC-specific training are close to the
well-optimized mask. This observation indicates that the pre-trained LUM can be equipped with
OPC-based knowledge, which contributes to the outstanding HSD results.

To provide quantitative analysis, we further conduct OPC-specific training. The methods are
tested on the ICCAD 2013 benchmark [39]. Tables 4 and 5 compare the mask printability and
runtime performance of various OPC methods. To mask a fair comparison, we adopt the same
optimization area as the works we compare with. The optimization region is the 1280×1280
region centered around the center of the layout. “MOSAIC” [43] is a pixel-based ILT method.
“DevelSet” [7] is a level set-based ILT method that incorporates DNN models to reduce the
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Table 4. Mask Printability Comparison with Sate-of-the-art Methods on ICCAD 2013 Benchmark

MOSAIC [43] DevelSet [7] CTM-SRAF [44] Multi-ILT [14] Ours-Fast Ours-Exact
Benchmarks EPE L2 PVB EPE L2 PVB EPE L2 PVB EPE L2 PVB EPE L2 PVB EPE L2 PVB

(nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2) (nm2)

case1 6 49,893 65,534 10 49,142 59,607 3 46,405 57,584 3 40,779 50,661 5 46,655 47,519 3 39,561 47,788
case2 10 50,369 48,230 1 34,489 52,010 1 33,481 45,756 2 34,201 44,322 0 33,893 37,084 0 31,261 38,279
case3 59 81,007 108,608 64 93,498 76,558 28 77,734 92,660 22 66,486 71,527 40 80,918 76,726 15 63,798 76,121
case4 1 20,044 28,285 2 18,682 29,047 0 13,183 26,061 0 10,942 21,500 1 12,014 22,039 0 8,939 23,679
case5 6 44,656 58,835 1 44,256 58,085 1 41,569 54,553 0 30,231 51,277 0 36,695 55,481 0 30,208 53,504
case6 1 57,375 48,739 2 41,730 53,410 1 38,608 48,134 0 30,741 44,982 0 37,338 47,979 0 30,284 47,809
case7 0 37,221 47,120 0 35,329 46,071 0 32,443 43,697 0 17,101 40,294 0 30,640 43,268 0 28,579 43,012
case8 2 19,782 22,846 0 15,460 24,836 1 15,178 20,657 0 11,935 20,357 0 12,751 20,535 0 10,813 20,192
case9 6 55,399 66,331 0 50,834 64,950 0 49,073 60,754 0 35,805 57,930 0 42,860 58,123 0 34,738 60,962
case10 0 24,381 18,097 0 10,140 21,619 0 8,231 17,426 0 8,825 18,470 0 10,323 16,544 0 7,714 16,234

Average 9.1 44,012 50,899 8 38,402 48,672 3.5 34,765 46,753 2.5 28,704.6 42,132 4.6 33,292 42,179 1.8 27,349 42,577

Table 5. Runtime Comparison with State-of-the-art Methods on ICCAD 2013 Benchmark

Benchmarks MOSAIC [43] DevelSet [7] CTM-SRAF [44] Multi-ILT [14] Ours-Fast Ours-Exact

case1 318 1.50 121 3.49 0.01 6.6
case2 256 1.40 93 3.47 0.01 6.6
case3 321 1.29 179 3.47 0.01 6.6
case4 322 1.65 128 3.47 0.01 6.6
case5 315 0.91 73 3.47 0.01 6.6
case6 314 0.84 72 3.47 0.01 6.6
case7 239 0.76 78 3.50 0.01 6.6
case8 258 1.14 66 3.47 0.01 6.6
case9 322 1.21 74 3.50 0.01 6.6
case10 231 0.42 57 3.48 0.01 6.6

Average 289 1.1 94.1 3.48 0.01 6.6

optimization time. “CTM-SRAF” [44] proposes a robust constraint-aware SRAF generation
method based on continuous transmission mask (CTM). Then, it co-optimizes the generated
SRAF with the main target pattern using an ILT method to evaluate the effectiveness of SRAF.
Multi-ILT [14] proposes a lithography simulation scheme working on multiple resolutions of a
given mask, achieving satisfactory ILT acceleration. “Ours-Fast” shows the performance of the
masks generated by our OPC decoder. Figure 13(c) shows a mask example from the “Ours-Fast”
setting and is very close to Figure 13(b), which indicates that the “Our-Fast” version of the model
also produces mask results with satisfactory performance. It can be seen that “Ours-Fast” achieves
satisfactory L2 and PVB performance with a significantly lower runtime. With acceptable runtime
overhead, “Ours-Exact” not only improves the L2 but also gets remarkable EPE results. The
superior performance indicates that our LUM-based OPC can achieve better manufacturability. In
summary, “Ours-Fast” achieves instant mask optimization with nice results, while “Ours-Exact”
attains outstanding performance with acceptable runtime. Our method indeed has not surpassed
Multi-ILT [14] in each metric, but overall, we think they are comparable. The primary goal of our
work is to develop a pre-trained LUM that consolidates various layout tasks within a single frame-
work. Thus, achieving results that are comparable with the state-of-the-art model, Multi-ILT [14],
on mask optimization and surpassing other state-of-the-art works on hotspot detection can be
regarded as the first step in this direction. Moving forward, we plan to investigate the creation of
specialized decoder frameworks to enhance the performance of our model on individual tasks.

Finally, we also visualize the results in Figures 14(a) and 14(b) obtained by applying both the
OPC decoder and the HSD decoder to the same layout, aiming to demonstrate that the detected
hotspot regions correspond to the potential open-circuit-prone or short-circuit-prone regions in
the optimized mask. It can be observed that as the light intensity increases, there is a significant
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Fig. 14. HSD and OPC results of one layout. (a) shows the hotspot detection result; (b) is the corresponding
mask optimization result.

Fig. 15. Ablation study results of different training strategies.

possibility of short-circuit occurrence at the highlighted regions on the optimized mask. This fur-
ther demonstrates the accuracy of our LUM framework for both OPC and HSD.

4.4 Ablation Studies

LUM is trained with the intention of equipping it with the ability to understand the geometric
information of layout patterns, enabling it to be applicable to various downstream layout tasks. To
further verify the benefit of unifying hotspot detection and mask optimization, we conducted addi-
tional ablation studies by removing certain supervised loss signals. As shown in Figure 15(a), in the
case of OPC, even with the same model architecture and training data, if the training is conducted
with only the input target and output mask, the model’s performance on OPC will deteriorate. It
can be seen that the unifying model on average outperforms the OPC-only training model with
a 28.7% reduction in L2 error. For HSD, if the training is conducted with only the input target
and output hotspot predictions, the model’s performance on HSD will also degrade. As illustrated
in Figure 15(b), compared with the HSD-only training model, the hotspot detection accuracy of the
unifying model achieves 6.6% enhancements. Therefore, such ablation studies can verify that dur-
ing the pre-training phase, our proposed LUM is equipped with the ability to understand the layout
geometry information, which further benefits the layout tasks, including both OPC and HSD.

In addition, we conduct ablation studies to test different masking ratios during the pre-training
stage of our model. A suitable mask ratio can help LUM better learn and predict the masked parts.
We compared the effects of 30%, 40%, 50%, 60%, and 70% masking ratios on the performance in the
OPC and HSD tasks. The experimental results shown in Figure 16 indicate that a 50% masking ratio
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Fig. 16. Ablation study results of different masking ratios.

contributes to the best outcome. We notice that when the masking ratio is too low, although the
model achieves high accuracy in layout reconstruction during the pre-training phase, its general-
ization ability is insufficient. Conversely, when the masking ratio is too high, the model’s accuracy
in layout reconstruction is compromised, preventing it from accurately understanding the layout
geometry information.

5 Conclusion

In this work, we present a LUM, a deep-learning-based model that achieves remarkable perfor-
mance on both mask optimization and hotspot detection tasks. Our model structure is inspired by
the mask modeling method, which masks a portion of input signals and asks the model to restore
the content. Such a model can leverage more training data to improve the generalization ability.
We propose different decoders for HSD and OPC tasks while maintaining the same encoder com-
ponent. During the training stage, we design multiple reconstruction tasks to enable the model
to effectively learn the geometric information of layout patterns as well as the process of mask
optimization. The experimental results demonstrate that our model has shown remarkable perfor-
mance on OPC tasks, and the learned mask optimization knowledge is also beneficial for improving
the HSD performance. We hope to use this work to provide an approach for the layout pre-training
model. In the future, we will continue to explore how to design task-specific decoder frameworks
to further improve the model’s performance on each task.
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