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Abstract—In the domain of very-large-scale integration (VLSI)
design, the accuracy of prerouting timing prediction is of
paramount importance for ensuring the performance and reli-
ability of integrated circuits. Traditional methods based on
machine learning necessitate the availability of extensive and
high-quality datasets. However, this requirement poses significant
challenges for advanced technology nodes due to the laborious
and time-intensive nature of data preparation. To address this
critical issue, we introduce a novel transfer learning framework
that leverages data from preceding technology nodes to facilitate
learning and prediction on the target node. Our methodology
commences with the disentanglement and alignment of timing
path features across different nodes, ensuring the preservation
and effective translation of intrinsic timing path properties.
Subsequently, we employ a Bayesian-based model to predict
the arrival times of individual timing paths. This model is
particularly adept at managing the high-variability inherent in
arrival times and exhibits strong generalization capabilities to
novel design scenarios. Moreover, we propose a new algorithm to
reweight the preceding node data during training by estimating
their transferability through the cell type distribution. We
validate the efficacy of our proposed framework through com-
prehensive experimental evaluations, demonstrating successful
transfer learning from 130 or 45 to 7-nm technology nodes. The
results underscore the potential of our approach to significantly
mitigate the dependency on extensive data preparation while
maintaining high accuracy in timing prediction for cutting-edge
VLSI designs.

Index Terms—Pre-routing timing prediction, technology node,
transfer learning.

I. INTRODUCTION

THE DESIGN of contemporary integrated circuits (ICs)
imposes stringent demands on timing constraints to

ensure optimal performance and reliability. To adhere to these
rigorous timing requirements, the placement and routing (PnR)
processes are frequently conducted in an iterative manner,
necessitating multiple iterations to meet the specified timing
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objectives. This iterative nature of PnR can be highly time
consuming and resource intensive, often prolonging the design
cycle significantly. As a consequence, researchers are actively
developing methodologies to predict the timing report prior
to the completion of the routing step. This “look-ahead”
mechanism provides preliminary feedback that can be utilized
for early stage timing optimization, potentially expediting
the overall chip design process and reducing the number of
required iterations.

The widely used timing prediction approach is the linear RC
static timing analysis (STA) model, e.g., Elmore’s model [1],
which quickly evaluates timing using placement results.
However, the efficacy of such models is compromised by the
absence of detailed routing information, which is indispensable
for precise timing analysis. Recent studies have achieved
remarkable achievements in prerouting timing prediction
by leveraging machine learning (ML) methodologies. For
instance, Barboza et al. [2] introduced a method to predict
local net/cell delay and slew using features derived from high-
level placement results. Similarly, Guo et al. [3] proposed
an end-to-end graph neural network (GNN) framework for
predicting prerouting arrival time and slack values at critical
timing endpoints. Additionally, Wang et al. [4] developed an
endpoint embedding framework that integrates both netlist and
layout information to enhance timing optimization.

Despite the considerable progress achieved through these
ML-based approaches, a critical challenge persists: training
a precise and highly generalizable ML-based timing model
necessitates a substantial volume of training data at the
target technology node. When trained on limited data, the
performance of the timing predictor can deteriorate markedly,
as illustrated in Fig. 1. This issue is exacerbated by the rapid
advancement of technology nodes, where the collection of
comprehensive timing data necessitates the execution of a
series of computationally intensive tools, rendering the data
collection process exceptionally time consuming and resource
demanding. This presents a formidable challenge for training
accurate timing predictors for advanced technology nodes.
To address this issue, we propose a transfer learning frame-
work to leverage extensive data from preceding technology
nodes in conjunction with limited data from the target node.
This approach aims to enhance the performance of timing
prediction at the target node, as depicted in Fig. 1.

In the context of transfer learning for very-large-scale
integration (VLSI) timing prediction, three primary chal-
lenges must be addressed to ensure efficacy and reliability.
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Fig. 1. (a) Trained on limited 7-nm netlist data. (b) Trained on both limited
7-nm netlist data and 130-nm netlist data.

First, transfer learning endeavors to exploit common and
transferable knowledge across disparate data distributions.
Netlist data intrinsically comprises two distinct types of
knowledge: 1) node dependent and 2) design dependent.
Node-dependent knowledge pertains to the characteristics of
standard cell types, which can vary markedly across different
technology nodes, including variations in cell libraries and
electrical properties. Conversely, design-dependent knowledge
encapsulates the intrinsic functionalities of timing paths, which
remain consistent irrespective of the technology node. These
two types of knowledge are intricately interwoven within the
netlist graph, complicating the isolation and utilization of the
transferable components across different nodes. The effective
disentanglement of these intertwined features is paramount for
successful transfer learning. Second, the arrival time values of
different timing paths in VLSI circuits can exhibit substantial
variability, sometimes differing by one or even two orders of
magnitude. This significant variability poses a formidable chal-
lenge for ML-based regression models, which must accurately
predict timing across a wide range of values. Third, the limited
data availability at the target technology node exacerbates
the difficulty of training a reliable timing predictor. With
only a sparse dataset available for the target node, there is a
heightened risk of overfitting the model to the training designs.
Overfitting impairs the model’s ability to generalize to new
and unseen designs, thereby limiting its practical applicability.
This scarcity of data necessitates innovative approaches to
maximize the utility of the available information and enhance
the model’s generalization capabilities.

To mitigate these challenges, we propose a novel framework
tailored for timing prediction that first disentangles the features
of the timing path into node-dependent and design-dependent
parts in the latent feature space, then, we align these two
parts separately by minimizing a node-based contrastive loss
and a design-based discrepancy loss. Subsequently, with the
disentangled features, we propose a new Bayesian ML-based
framework that can adapt to highly variable arrival time values
and generalize well to new designs. We further provide a new
algorithm to estimate data transferability by calculating the
discrepancy between the distributions of the cell type. With

this estimation, we reweight the data from source technology
nodes, leading to better transfer learning efficacy.

To validate the effectiveness of our proposed method, we
collect abundant data at the 130 and 45-nm node and limited
data at the 7-nm node as our training set, then test its
performance using the 7-nm data. The experimental results
show that our method outperforms its counterparts by a
significant margin. The main contribution can be summarized
as follows.

1) To the best of our knowledge, we are the first to
investigate transfer learning from different technology
nodes in timing prediction.

2) A new feature disentanglement framework is proposed,
which first decouples the timing path features into node-
dependent and design-dependent parts and aligns them
separately.

3) To enable effective generalization to new designs, we
propose a novel Bayesian ML-based timing predictor.

4) We also propose a new algorithm to estimate the data
transferability by calculating the optimal transport (OT)
distance between the cell-type distributions of different
technology nodes.

5) With the transferability estimation, we assign different
importance to data from source technology nodes during
training to further improve the transfer learning efficacy.

6) The experimental results on transfer learning from 130
or 45-nm node to 7-nm node verify the effectiveness of
our method.

The remainder of this article is organized as follows.
Section II lists some preliminaries about timing prediction
and illustrates the problem formulation. Section III gives an
overview of our prerouting timing prediction across different
technology nodes. Sections IV–VI illustrate the details of
each part, including the feature disentanglement and alignment
(DA), Bayesian-based prediction method, and transferability
estimation. Section VII presents our experimental results,
followed by a conclusion in Section VIII.

II. PRELIMINARIES

A. ML-Based Timing Prediction

Before the ML era, traditional methods [5], [6], [7] for
timing prediction have been used for years. With the
rapid development of ML, ML-based timing prediction tech-
niques have been explored and proven to be successful.
These approaches leverage large datasets and utilize ML
algorithms to model the circuit timing. For routed wire
timing estimation, Cheng et al. [8] adopted XGBoost [9]
to predict the wire timing based on the tree and nontree
RC networks. Later, Ye et al. [10] adopted a tailored GNN
to model the complex paths in RC networks. Meanwhile,
Kahng et al. [11] and Xing et al. [12] investigated timing
prediction across different process-voltage-temperature (PVT)
corners. For prerouting timing prediction, the missing routed
wire information poses challenges for accurate timing estima-
tion. Early attempts [2], [13] mainly leverage ML algorithms
to model local timing delay with physical information from
the placement stage. Barboza et al. [2] proposed a random
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forest model that first utilizes extracted placement features
to predict routed net delay and slew. Then, relying on
PERT traversals [14], the overall circuit timing is determined
based on the prediction results output by the random for-
est model. Following [2] and [13] incorporates the FLUTE
algorithm [15] to construct a look-ahead RC network that
provides a fast estimation for the routed wire information
and significantly improves the prerouting timing estimation
accuracy. Later, many end-to-end prerouting timing prediction
methods [3], [4], [16], [17], [18] have been proposed. To
further accelerate the timing prediction, Guo et al. [3] proposed
a timing engine-inspired GNN model. By representing netlists
as graphs, GNNs can capture the relationships and depen-
dencies between circuit elements. The proposed GNN model
predicts global timing metrics at timing endpoints in an end-
to-end fashion, eliminating the need for additional feature
engineering and invoking STA tools. Meanwhile, Cao et
al. [16] incorporated transformers [19] to predict the timing
delay for each path. Specifically, by modeling each timing
path as a sequence, the attention mechanism in transformers
can effectively capture the timing information encoded in
various cells and netlist structures. Following [16] and [17]
proposes a new automatic feature extractor that leverages
a customized heterogeneous GNN as the encoder. Besides,
He et al. [17] also considered timing optimization techniques,
for example, gate sizing [20], [21], to further boost the
performance. Song et al. [18] utilized multilayer perceptrons
(MLPs) to encode the prerouting path delay and PVT features
to compensate for the sequence-based features.

However, most previous ML-based timing predictors rely
solely on the provided prerouting netlist structures, which do
not align with the optimized sign-off structures. Consequently,
these methods often yield inaccurate timing prediction results.
In order to address this issue, Wang et al. [4] introduced a
timing optimization-aware predictor capable of handling netlist
restructuring. By recognizing that timing endpoints remain
unchanged during timing optimization, the authors focus on
global endpoint-level prediction instead of the previously
utilized local cell-level prediction. They also propose incor-
porating supplementary information from the layout to model
the impact of timing optimization. This study demonstrates
that adopting a global endpoint-wise perspective from both the
netlist and layout significantly enhances optimization-aware
timing estimation. Following [4], our proposed timing model
is also timing optimization-aware.

B. Graph Model in EDA

Since the circuit can be intuitively represented by a graph,
where gates are depicted as nodes and wires as edges, the
graph model is extensively utilized in various applications
within the modern design process, offering significant sim-
plification of problem formulation and algorithm analysis.
Moreover, it effectively addresses numerous challenges present
in typical EDA flow, such as technology mapping [22], [23],
testability analysis [24], circuit partitioning [25], [26], place-
ment [27], [28], and more. Besides, different graph algorithms
can be employed based on specific application characteristics.

For example, Bryant [29] presented a new algorithm for
efficiently representing and manipulating Boolean functions
using directed acyclic graphs in logic design verification.
Constructing a power network with minimal wire length can be
modeled as a minimum tree construction (MST) problem [30].
In global routing, Cong and Madden [31] developed a global
router for standard cell design, which optimizes interconnect
topologies and wire sizes to reduce critical path delays,
employing either a channel graph model [31] or grid graph
model [32]. In detailed routing, to represent the relative
positions of different nets within a channel routing instance,
horizontal and vertical constraint graphs are utilized in [33].
Other commonly used graph algorithms in EDA include
network flow for placement [34], graph partitioning [35], graph
coloring for layout decomposition [36], etc.

C. Multimodal Learning

Multimodal learning [37] is one kind of ML strategy,
which offers an innovative pathway to understanding data
complexity. It thrives on the very tenet of diverse data
sources being interoperable, exploiting meaningful interactions
between numerous modalities. Traditional ML approaches
often fall short when dealing with multifarious data, typ-
ically defaulting to treating different modalities separately.
Multimodal learning, alternatively, leverages several data types
in an integrative fashion, ushering data analysis toward more
comprehensive insight. A multimodal representation entails
utilizing information from multiple such entities to represent
the data. In this work, we leverage multimodal information,
namely, the layout images and the netlist graph, for timing
path representation.

D. Transfer Learning

In ML, when we do not have enough data on the target
domain, an effective solution is transfer learning, which lever-
ages data from other domains to aid the learning on the target
domain. The critical issue in transfer learning is how to design
a learning framework for learning the transferrable knowledge
between the source and target domains. A widely used tech-
nique is pretraining-then-finetuning [38], which first trains the
model on the source domain with abundant data to learn a good
feature extractor and then finetunes the model with much fewer
steps on the target domain to transfer the knowledge. Another
effective approach is the parameter-sharing strategy [39] that
lets some parameters of the neural networks be shared by
data from different domains while the other parameters are
learned separately. In EDA, Wang et al. [40] proposed a
transfer learning-based framework for transistor sizing that
transfers knowledge in different circuits. In the case of timing
prediction, collecting the timing data requires running a long,
time-consuming toolchain. Consequently, the ability to transfer
knowledge from one technology node to another becomes
increasingly important. To the best of our knowledge, the
application of transfer learning in the field of timing prediction
has not been previously discussed.
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E. Bayesian-Based Machine Learning

Bayesian-based ML is a paradigm that integrates Bayesian
inference with traditional ML techniques to enhance model
robustness and interpretability. By representing uncertainty
through probability distributions over model parameters, this
approach allows for more nuanced and adaptive learning
processes. Bayesian methods update beliefs in response to new
data, providing a principled framework for incorporating prior
knowledge and mitigating overfitting. As a key technique in
Bayesian-based ML, Bayesian neural networks (BNNs) [41]
integrate Bayesian inference with traditional neural network
models to provide a probabilistic framework for learning.
Unlike conventional networks that yield point estimates, BNNs
maintain distributions over their weights, effectively captur-
ing model uncertainty. This probabilistic approach enhances
robustness to overfitting and allows for improved uncertainty
quantification in predictions. By leveraging advanced tech-
niques, such as variational inference [42], BNNs approximate
the intractable posterior distributions. In this work, we propose
a Bayesian-based timing prediction module for robust and
adaptive timing delay regression.

F. Optimal Transport

OT [43] is a mathematical framework that determines the
most efficient way to transform one probability distribution
into another. It quantifies the cost of transporting mass between
distributions, providing a powerful tool for comparing them.
This framework has broad applications across fields, such as
computer vision and ML, where it aids in tasks like domain
adaptation, image processing, and generative modeling. By
leveraging its ability to compare distributions in a geometri-
cally meaningful manner, OT offers deep insights into data
alignment and structural similarities. In this work, we leverage
OT to measure the cell type distribution gap between two
different netlists.

G. Central Moment Discrepancy

Central moment discrepancy (CMD) [44] quantifies the
difference in central tendencies between two probability
distributions. It is crucial in contexts where aligning these cen-
tral characteristics enhances model performance and ensures
consistency across datasets. CMD is particularly effective
when the central alignment of distributions is prioritized,
offering computational efficiency compared to more complex
metrics.

H. Problem Formulation

Problem 1 (Transferrable Timing Prediction): Given a
large netlist set NS at the source preceding technology
node and a limited netlist set NT at the target advanced
technology node, our goal is to learn a model which accurately
predicts endpoint arrival time on test netlist data at advanced
technology node, achieving high-R2 score and demanding
low-computation cost.

Fig. 2. Overview of the method. Timing path feature alignment and the
reweighting are only computed during the training stage.

III. OVERVIEW

We build our timing prediction model in an endpoint-
based manner. The main idea is first to disentangle the
node-dependent and design-dependent features for each timing
path. Then, we try to make the node-dependent features
consistent in one technology node and distinguishable in
different nodes. Meanwhile, since the design-dependent fea-
tures are node-agnostic, we try to minimize the gap between
the design-dependent features in different nodes. These two
objectives serve as the target of feature alignment. Later, we
propose a Bayesian-based timing predictor to output the highly
variable timing delay for each endpoint. Then, we estimate the
transferability for each timing path in source technology nodes
by calculating the cell type distribution discrepancy. With the
estimated transferability, we reweight the samples in the source
node to improve the transfer learning efficacy. The overview
of our method is shown in Fig. 2. We detail our methods in
the following sections.

IV. FEATURE DISENTANGLEMENT AND ALIGNMENT

The feature DA process consists of three parts: 1) feature
extraction; 2) node-based contrastive learning; and 3) design-
based discrepancy minimization.

A. Timing Path Feature Extractor

Following [4], we build a multimodal timing path feature
extractor F(·), that is, capable of handling netlist restructuring,
as shown in Fig. 3. The netlist is first transformed into a
heterogeneous graph G, where each pin is treated as a node,
and each net edge and cell edge is represented as an edge in
the graph. Besides, the output of cell edges is referred as cell
nodes, and the sink of net edges is regarded as net nodes. We
denote the set of all the timing paths as Path(G) = {G′

i}M
i=1,

where G′ represents a timing path and M is the total number of
timing paths. Here, G′ is the whole fanin cone for the timing
endpoint, a subgraph of the netlist G. Each timing path graph
G′ consists of pin and net information. Besides, we also collect
the corresponding layout image set X for each timing path.

The heterogeneous graph G′ has two types of edge, the net
edge and the cell edge. The nodes in G′ represent the pins in
the netlist. The net distance, cell driving strength, gate type,
and pin capacitance are used as the node features. Note that
we use one-hot representation for the gate type and merge all
the gates in different technology nodes as the total gate set.
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Fig. 3. Timing path feature extractor.

Fig. 4. Netlist can be characterized by two parts of information: The
functionality and the standard cell information.

Then, we use a GNN to propagate on G′ from the primary
inputs to the endpoints to obtain the feature for each timing
path. The GNN model propagates information in topological
order, eventually gathering at the timing endpoints. The final
netlist embeddings for the endpoint e is denoted as �ue

n.
The layout image set X includes the cell density map, rect-

angular uniform wire density map, and the macro cells region
map. Considering that the impact of timing optimization varies
for different endpoints, an endpoint-wise masking technique
is proposed, which consists of two steps: 1) path-finding and
2) mask generation. The path-finding is to search the longest
path Pe for the endpoint e, which can be solved by depth-
first-search (DFS). After obtaining the longest path Pe for
each endpoint e, the critical region Me of endpoint e will
be constructed, which is achieved by taking the union region
covered by the bounding boxes of the two-pin net edges
along Pe. Then, with the region mask Me and the layout
information map ML, the endpoint-wise layout embedding ue

l
can be calculated as follows:

ue
l = CNN(Me � ML) (1)

where CNN(·) denotes a convolution neural network. The
final output of the multimodal feature extractor �u is the
concatenation of �ue

n and �ue
l .

B. Timing Path Feature Disentanglement

As shown in Fig. 4, each netlist contains two parts of
information: 1) the functionality information encoded in the
design specification and 2) the standard cell information,
including its structures and parameters, such as the load and
capacitance. For a given design, mapping to different technol-
ogy nodes may produce two utterly different netlist graphs,
but they will share the same logical functionality. Inspired
by this, we aim to separate these two kinds of knowledge
to facilitate transfer learning. However, these two pieces of
knowledge are highly coupled in the netlist graphs, which is
infeasible to separate directly from the raw input. Therefore,
we propose disentangling the design-dependent knowledge and

the node-dependent knowledge from the feature space of the
timing path.

Since we aim to learn a performant timing predictor from
only limited data in the target advanced technology node and
abundant data in the source preceding technology node, we
may assume that our training set is composed of two parts
NS = {GS

1 , . . . ,GS
LS

} and NT = {GT
1 , . . . ,GT

LT
}, where NS and

NT represent the source preceding node and target advanced
technology node netlist set, respectively, and we have LS �
LT . For any path feature �u, we further adopt two multilayer
perceptrons (MLP(·)) to disentangle the equal-sized node-
dependent features �un and design-dependent features �ud by

�un = MLPn(�u) ∈ R
m/2, �ud = MLPd(�u) ∈ R

m/2. (2)

Each layer of MLP is parameterized by two learnable weights
�W and �b, which can be characterized by

φ(�u) = ReLU( �W�u + �b). (3)

Then, the total MLP function can be defined as

MLP(·) = (φL ◦ · · · ◦ φ1)(·) (4)

where L is the number of layers. To save the number of
parameters, we set L to 2. Moreover, for MLPd, we append
one extra tanh(·) activation after the MLP to limit the range of
the design-dependent feature, which will be used for feature
alignment detailed in the following section.

C. Timing Path Feature Alignment

Following feature disentanglement, the target of feature
alignment is to design a proper loss function to encode our
designated disentanglement of the node- and design-dependent
knowledge into an end-to-end ML framework. With this in
mind, we propose two loss functions, node-based contrastive
loss and design-based discrepancy loss, to align the node-
and design-dependent features, respectively. The overview of
timing path feature alignment is shown in Fig. 5.

Node-Based Contrastive Loss: The intuition to align the
node-dependent features is that the netlist on the same node
should share the same standard cells, including the gate
structures and the configuration parameters for pins and
nets. On the contrary, the node-dependent features should be
distinguishable for netlists at different nodes. For this purpose,
we propose a node-based contrastive loss.

Specifically, in each batch of training data, we first sample
some designs N ′

S ⊆ NS and N ′
T ⊆ NT . Then, we sample some

paths from both nodes to construct the batch-wise training
data. We denote the paths from the source node as BS =
{G′S

i }P
i=1 and the paths from the target node as BT = {G′T

i }P
i=1,

where P is the batch size for each node. Each batch of data
consists of data from both the source and target nodes, which
can be defined as

B = BS + BT . (5)

Then, we can obtain the disentangled path feature sets, i.e.,
node- and design-dependent features, for the source preceding
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Fig. 5. Timing path feature alignment.

node, denoted as Un
S and Ud

S . The feature extraction process
for the source technology node can be formulated as

Un
S = {MLPn(F(G′))|G′ ∈ BS} (6)

and

Ud
S = {MLPd(F(G′))|G′ ∈ BS}. (7)

Similarly, we can obtain the node-dependent path features and
design-dependent path features of the target advanced node,
denoted as Un

T and Ud
T . The feature extraction process can be

characterized by

Un
T = {MLPn(F(G′))|G′ ∈ BT} (8)

and

Ud
T = {MLPd(F(G′))|G′ ∈ BT}. (9)

Denote the set of all the node-dependent features as A =
Un

S ∪Un
T . Given any node-dependent feature set Un (Un

S or Un
T),

the contrastive loss for the feature set can be defined as

LSet(Un) =
∑

�u∈Un

−1

|Un| − 1

∑

�m∈Un\{�u}

exp(�u · �m/τ)∑
�a∈A\{�u} exp(�u · �a/τ)

(10)

and the total contrastive loss can be formulated as

LCLR = 1

|Un
S |LSet(Un

S ) + 1

|Un
T |LSet(Un

T). (11)

Node-based contrastive loss aims to pull together the features
from the same node while pushing apart those from different
nodes. With this loss, the node-dependent features on the same
node will be approximately consistent and differ in different
nodes.

Design-Based Discrepancy Loss: The design-dependent fea-
tures represent the abstract logical functionality of each netlist.
For each design, we can opt for different technology nodes
to synthesize various netlists but with the same functionality.
Therefore, the overall distribution of the design-dependent
features in different nodes should be consistent.

To align the design-dependent features, we optimize the
CMD between the feature sets from different nodes, which
can be formulated as

LCMD(Ud
S ,Ud

T ) = 1

b − a

∥∥∥E(Ud
S ) − E(Ud

T )

∥∥∥

+
∞∑

k=2

1

|b − a|k
∥∥∥ck(Ud

S ) − ck(Ud
T )

∥∥∥ (12)

where [a, b] is the interval that bounds Ud
S and Ud

T , E(·)
denotes the expectation, and ck(·) is the kth order moment.
Since we apply a tanh activation function after MLPd, we limit
the value of the node-dependent features in (−1, 1). Therefore,
we can set a and b to −1 and 1, respectively. In practice, we set
the maximum moment order to 5. In essence, minimizing (12)
equals minimizing the gap between the statistics in different
orders of the design-dependent features from different nodes.
According to [44], we have the following properties.

Theorem 1: Let Ud
S and Ud

T be two probability distributions
on a compact interval, then we have

CMD(Ud
S ,Ud

T ) → 0 =⇒ Ud
S → Ud

T . (13)

Such a property can guarantee that minimizing the loss
function formulated in (12) can align the overall distribution
of the design-dependent features from netlists at different
technology nodes.

V. BAYESIAN-BASED TIMING PREDICTION

Given a timing path feature �u, the conventional approach is
to feed the timing path feature �u into a linear layer with weight
�W ∈ R

1×m to output the arrival time. However, the value of
the arrival time for different endpoints can be significantly
different even in one netlist, as shown in Fig. 6, which poses
a huge challenge for accurate timing prediction with only a
fixed �W. Besides, since we only have very limited data on
our target technology node, the ML-based model is prone to
overfitting the training design. This can dramatically limit the
timing prediction performance on the unknown test netlists,
which may possess a large distribution gap with the training
set as shown in Fig. 6. To address these issues, we propose a
Bayesian-based timing prediction model, as shown in Fig. 7.
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Fig. 6. Kernel density estimation of the different designs’ arrival time distribution. (a) smallboom (7nm); (b) arm9 (7nm); (c) chacha (7nm); (d) hwacha
(7nm); (e) or1200 (7nm); (f) sha3 (7nm); (g) jpeg (130nm); (h) spiMaster (130nm); (i) usbf_device (130nm); (j) jpeg (45nm); (k) spiMaster (45nm); (l)
usbf_device (45nm).

Fig. 7. Bayesian ML-based timing prediction.

Under the Bayesian ML framework, the model parameters are
considered as a distribution instead of fixed parameters. This
feature allows us to condition the model parameters on any
inputs, allowing the model to adapt to different inputs easily.
In our timing prediction task, we model the final readout linear
layer �W as a distribution to obtain better flexibility. Moreover,
an ideal and well-generalizable timing predictor should make
predictions based on the input timing path feature and the
distribution of all the timing paths on the target node. However,
common ML-based timing prediction methods [3], [4] only
consider the input timing path while ignoring the global
distributions.

Therefore, following common practice in Bayesian
ML [45], [46], we can formulate our learning objective as:

log p(y|G′,N ) = log
∫

p(y|G′, �W)p( �W|N )d �W (14)

where y denotes the ground truth arrival time, N represents the
overall distribution for all the timing paths at the technology
node, and we condition �W on this true global timing path
distribution with a probability density function p( �W|N ), also
known as the prior distribution. However, computing this
probability in real practice is infeasible since the real timing
path distribution of the whole target node N is intractable
when we only have limited timing paths from the netlists
on the target advanced technology node. Therefore, we adopt
variational inference [45], [46], [47] to approximate the prior
distribution.

Specifically, we introduce a variational posterior distribution
q( �W|G′) which only conditions on single timing path input and
is easy to compute to simulate the prior distribution. Then, we
can derive the evidence lower bound (ELBO) of the objective
function by

log p(y|G′,N ) = log
∫

p(y|G′, �W)p( �W|N )d �W

= log
∫

p(y|G′, �W)
p( �W|N )

q( �W|G′)
q( �W|G′)d �W

= logEq

[
p(y|G′, �W)

p( �W|N ))

q( �W|G′)

]

≥ Eq

[
log p(y|G′, �W)

p( �W|N ))

q( �W|G′)

]

= Eq
[
log p(y|G′, �W)

]

− KL(q( �W|G′)||p( �W|N ))). (15)

The first term in (15) is the log-likelihood with the vari-
ational posterior. Minimizing the first term equals narrowing
down the gap between the timing prediction conditioned on
the input path features and the ground truth, which is the same
as previous ML-based timing prediciton methods [3], [4].
The second term in (15) is the KL divergence between
the variational posterior and the prior distribution, which
regularizes the prediction conditioned on single paths and the
prior knowledge from the global distribution. This regularizer
can help alleviate the overfitting issue and benefit the model’s
generalization ability [45]. In all, with (15), we can learn a
network with parameters only conditioned on the input timing
path G′ but with good generalization ability. Besides, this
design also fits the feature of high variability of the arrival
time of different timing paths.

Now, we introduce the construction of p and q for
optimization. Following common practice in variational infer-
ence [45], [47], we can model the variational posterior
distribution as a Gaussian formulated by

�Wq ∼ N(μ([�un, �ud]),�([�un, �ud])) (16)

where �Wq is the linear layer generated by distribution q,
�un and �ud are the disentangled node-dependent and design-
dependent features for the timing path G′, and μ(·) and �(·)
are two MLPs. In other words, we use the two learnable small
networks, μ(·) and �(·), to output the mean and variance of
the distribution of �Wq, as shown in Fig. 7. Similarly, using the
amortization trick [47], we can model the prior as

�Wp ∼ N(μ(�̃u(N )),�(�̃u(N ))) (17)
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where �Wp is the linear layer generated by the prior distribution
p and �̃u(N ) ∈ R

m is a dummy timing path feature that
represents the true distribution of all the timing paths within
the whole technology node N . To construct a representative
�̃u for the target technology node with only limited data,
we leverage the disentangled node- and design-dependent
features. Specifically, since the node-dependent features are
approximately consistent within one technology node, we
can simply use the mean of all the node-dependent features
to represent the node information. As for the design-related
information, we can collect all the design-dependent features
in both the source preceding technology node and the target
advanced technology node since the design-based discrepancy
loss has already brought them to the same distribution, and
we can take the mean of them as the representative feature
for all the designs. Since we adopt batch-wise stochastic
gradient descent (SGD) for optimization, we update �̃u via
moving average. Specifically, for each batch of features, we
first calculate the batch means of the node-dependant features
of the source technology node as follows:

�u′n
S = 1

|Un
S |
∑

�u∈Un
S

�u. (18)

Similarly, the batch mean of the node-dependant features of
the target technology node can be calculated by

�u′n
T = 1

|Un
T |
∑

�u∈Un
T

�u. (19)

For the design dependent features, we calculate the overall
batch mean from both the source and target nodes, which can
be formulated as follows:

�u′d = 1

|Ud
T | + |Ud

S |
∑

�u∈Ud
T ∪Ud

T

�u. (20)

Then, the total batch mean for the source target node can be
constructed as

�u′
S =

[
�u′n

S , �u′d] (21)

and the batch mean for the target node can be constructed as

�u′
T =

[
�u′n

T , �u′d] (22)

where [·] denotes feature concatenation. With these batch
means, the moving average update of the dummy feature �̃u
can be denoted as

�̃u(NS) = (1 − m) · �̃u(NS) + m · �u′
S (23)

and

�̃u(NT) = (1 − m) · �̃u(NT) + m · �u′
T (24)

where m is the momentum factor. We set m to 0.001 in our
experiment, and �̃u is initialized to the first batch mean.

Combining (16) and (17) and the construction of �̃u, we can
explicitly calculate KL(q( �W|G′)||p( �W|N ))). To calculate the
first term in (15), we use Monte Carlo sampling to sample
K samples from q( �W|G′), denoted as { �Wi

q}K
i=1, and with each

sampled �Wi
q, we can obtain a timing prediction ŷi, which

Fig. 8. Example of cell type distribution construction.

are then averaged to obtain the final timing prediction ŷ =
(1/K)

∑K
1 ŷi. The ELBO objective can be formulated as

LELBO(y,G′,N )

= 1

K

K∑

i=1

log p(y|G′, �Wi
q) − KL(q( �W|G′)||p( �W|N )).

Overall, the first term in (25) represents the timing prediction
loss, and the second term describes the distribution discrep-
ancy between the variational posterior and prior distribution.

VI. TRANSFERABILITY-BASED REWEIGHTING

The efficacy of transfer learning is not universally guar-
anteed. When the source and target domains lack sufficient
similarity, transferring knowledge from a weakly related
source can adversely impact performance in the target domain,
a phenomenon commonly referred to as negative transfer [48].
Therefore, we propose a standard cell similarity-aware transfer
learning that reweights the samples from previous technology
nodes by estimating their transferability. Specifically, we first
construct the standard cell type distribution for each timing
path. Then, we estimate the transferability by calculating the
discrepancy between the data from the source nodes and that
from the target nodes using OT distance. Finally, we reweight
the source data based on the estimation. Note that other factors,
such as the netlist graph structure, may affect the similarity
between the source and target data. However, these are hard
to quantify and calculate. We adopt cell type distribution as it
is an important and easily calculable indicator to measure the
similarity between the source and target data.

Standard Cell Type Distribution Construction: For each
timing path, we first calculate the distribution of different
types of cells. Specifically, during GNN propagating from the
primary inputs to the timing endpoints, we count the frequency
for each cell type and normalize them to construct the cell
type distribution, as shown in Fig. 8.

Transferability Estimation: The key idea for transferability
estimation is to measure the cell type distribution discrepancy.
Considering that the support of the cell type distribution
of different nodes may be different due to the different
cell libraries, we leverage OT to calculate the discrepancy.
OT distance is a commonly utilized metric for comparing
distributions that may have different support. In this work, we
only focus on the discrete case because of the nature of the
cell type distribution. Suppose we have two sets of features;
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the discrete distributions can be represented as follows:

k =
M∑

i=1

aiδ�fi and l =
N∑

j=1

bjδ�gj (25)

where k and l are two M and N-dimensional discrete probabil-
ity distributions, respectively. �a and �b are discrete probability
vectors summing to 1, and δ is a Dirac delta function. In our
case, �f and �g are the representations of cell types from different
technology nodes, and �a and �b denote the probability density.
The transport distance is then expressed as

〈�T, �C〉 =
M∑

i=1

N∑

j=1

�Tm,n �Cm,n (26)

where �C represents the cost between points �fi and �gj, and �T
represents the transport plan. Given a fixed cost matrix �C,
different plan �T will lead to different transport distances. The
OT distance is defined as the minimal transport distance, which
can be defined as solving the following optimization problem:

OT(k, l) = min
�T

〈�T, �C〉
s.t. �T�1N = �a, �T��1M = �b, �T ∈ R

M×N+ (27)

where OT(·, ·) denotes the optimal distance. Since directly
optimizing this objective is often computationally expensive,
we apply the Sinkhorn distance [49] which incorporates an
entropic constraint for faster optimization. The optimization
problem with an entropic regularization term is defined as

OTγ (k, l) = min
�T

〈�T, �C〉 − γ h(�T)

s.t. �T�1N = �a, �T��1M = �b, �T ∈ R
M×N+ (28)

where h(·) denotes the entropy function and γ ≥ 0 is a
regularization parameter. This leads to a more efficient solution
through iterative updates

�T∗ = diag
(
�a(t)
)

exp

(
−�C
γ

)
diag

(�b(t)
)

(29)

where t represents the iteration step. At each iteration, the
updates are

�a(t) = �a(
exp

(−�C
γ

)�b(t−1)
) (30)

and

�b(t) = �b(
exp

(−�C
γ

)��a(t)

) (31)

starting with the initialization �b(0) = 1.
The OT distance is conditioned on the definition of the cost

matrix �C. In the context of the cell type distribution, we split
the cell libraries for each node into two parts: 1) the cells with
common logical functions in both nodes denoted as Q and
2) the cells with specific logical function on the given node.
For example, there may be cells with INV_1x1 functionality in
both nodes. Suppose the source and target nodes have M and

TABLE I
STATISTICS OF THE DATASET (EDP STANDS FOR ENDPOINT, AND en AND

ec DENOTE NET EDGE AND CELL EDGE, RESPECTIVELY)

Fig. 9. Ablation study on the effectiveness of each module.

N cells, respectively. We denote {�fi}M
i=1 and {�gi}N

i=1 as the cell
representation for the source and target nodes, respectively.
By further letting logical(·) represent the logical function of a
given cell, we can define the cost matrix as

�Ci,j =
⎧
⎨

⎩

0.1, if logical(�fi) = logical(�gj)

0.5, if logical(�fi) �= logical(�gj) and �fi, �gj ∈ Q
1, o/w.

(32)

The intuition behind (32) is that we assign small cost to cells
with identical logical functions in both nodes. We assign larger
weights for cells with different logical functions but appearing
in the common cell set Q. For cells not in Q, which means
they only appear in one node, we assign the highest cost.

Sample Reweighting: We reassign different weights to sam-
ples in the source technology node based on the transferability
estimation, as illustrated above. Specifically, for each batch,
we first calculate the average cell type distribution for the
target data, denoted as kT . Then, for each timing path in the
source node, we calculate the OT distance between its cell
distribution lSi and kT , as formulated by

αi = OTγ (kT , lSi ) ∀i ∈ {1, . . . , |BS|}. (33)

Considering the construction of the cost matrix, we can see
that 0.1 ≤ αi ≤ 1. Therefore, we define the weight as

βi = 1 − αi ∀i ∈ {1, . . . , |BS|}. (34)
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TABLE II
EVALUATION RESULTS ON TRANSFER LEARNING IN THE 130-TO-7-NM SETTING. HERE, RUNTIME DENOTES THE MODEL INFERENCE TIME

TABLE III
EVALUATION RESULTS ON TRANSFER LEARNING IN THE 45-TO-7-NM SETTING. HERE, RUNTIME DENOTES THE MODEL INFERENCE TIME

TABLE IV
RUNTIME (S) COMPARISON WITH COMMERCIAL TOOLS

Then, the total loss for each batch can be defined as

L =
|BT |∑

i=1

LELBO(yT
i ,G′T

i ,NT) +
|BS|∑

i=1

βiLELBO(yS
i ,G′S

i ,NS)

+ γ1LCLR + γ2LCMD (35)

where γ1 and γ2 are two hyperparameters.

VII. EXPERIMENTAL RESULTS

A. Implementation Details

We implement our entire framework with the widely used
deep learning library, DGL [51] and Pytorch [52]. The model
is trained and tested on a Linux system with a 2.3GHz
Intel Xeon CPU and a single NVIDIA GeForce RTX 3090
GPU. Regarding the hyperparameters of our model in the
experiments, we implement all the MLPs with a hidden
dimension of 256 for the GNN. As for the CNN, we set the
input size to 3×512×512. Besides, the dimension of endpoint-
wise netlist and layout embedding is set to 128. The weights
for the node-based contrastive loss γ1 and the designed-based
discrepancy loss γ2 are set to 10 and 100, respectively. Our
model is trained with a learning rate of 0.0001 and batch size
of 2048 for 200 epochs.

We use 7-nm node as our target node. As for preceding
node data, we collect netlists from two nodes, 130 and 45
nm. Therefore, our experiments include two settings, 130-to-7
and 45-to-7 nm. For each setting, we use four 130 or 45-
nm netlists and one 7-nm netlist as the training set, and five

TABLE V
TRAINING TIME (HRS) COMPARISON

7-nm netlists as the test set. The statistics of all the designs
are shown in Table I. Specifically, we collect open-source
designs from Freecores [53] and Chipyard [54]. In the dataset
generation workflow, we employ Cadence Genus with 130-
nm SkyWater [55], 45-nm Nangate [56], and 7-nm ASAP7
PDK [57] for synthesis. We further adopt Cadence Innovus
for placement, timing optimization, routing and STA. Note
that timing constraints for each design in the PnR phase are
derived from estimated values provided by Cadence Genus
during synthesis to ensure effective timing optimization. DEF
files and netlists are acquired at each phase of the flow,
enabling the retrieval of pin and cell locations, as well as
other available features, in accordance with PDK rules. The
prediction is performed at pre-CTS stage for all the methods.
Besides, we employ the routeDesign -globalDetail
command with default settings as the final step in our flow,
without further power/timing optimization.

To verify the effectiveness of our proposed learning strategy,
we set the following baselines for comparison. By default, all
the baseline models are the previous state-of-the-art (SOTA)

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on June 21,2025 at 01:40:12 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: PREROUTING TIMING PREDICTION ACROSS DIFFERENT TECHNOLOGY NODES 2707

TABLE VI
ABLATION STUDY ON THE NUMBER OF 130-NM DESIGNS. WE REPORT THE R2 SCORE

model published in DAC23 [4], but trained with different
strategies.

1) The first baseline is only trained with limited advanced
7-nm node netlist data, denoted as DAC23-AdvOnly.

2) The second baseline is simply merging the 7 nm and the
130 or 45-nm netlist data as the training set, denoted as
DAC23-SimpleMerge.

3) The third baseline is parameter sharing [39], which is
a common practice in transfer learning and multitask
learning, denoted as DAC23-ParamShare. For the source
node and target node data, they share the same feature
extractor, but adopt a node-specific linear layer for the
final prediction.

4) The fourth baseline is pretraining-then-finetuning [38],
denoted as DAC23-PT-FT. As a widely used technique
in transfer learning, this strategy first trains the timing
prediction model with 130 or 45-nm netlist data and then
fine-tunes it with 7-nm netlist data.

B. Main Results

The main results for the 130-to-7 and 45-to-7-nm settings
are shown in Tables II and III, respectively. First of all, we can
observe that only training with limited 7-nm data (DAC23-
AdvOnly) achieves poor performance, indicating the necessity
of massive training data belonging to the same distribution
as the test data. The rest of the baselines investigate different
approaches to leveraging the data from the 130 or 45-nm node
to help the learning on the 7-nm node. The most intuitive
one is to merge the limited data on the target node and
the abundant data on the source node. However, since the
arrival time on target and source nodes suffer from a large
distribution discrepancy, as shown in Fig. 6, this strategy is
infeasible to handle them simultaneously, leading to negative
R2 scores in both 130-to-7 and 45-to-7-nm settings. The
next baseline parameter sharing (DAC23-ParamShare). As a
common practice in transfer learning, it obtains some improve-
ments compared with DAC23-AdvOnly, specifically 0.018 in
the 130-to-7-nm setting and 0.077 in the 45-to-7-nm setting.
This demonstrates that it somehow leverages the knowledge
from the source node data to help the learning for target
node data. Another common practice in transfer learning,
pretraining-then-finetuning (DAC23-PT-FT), achieves superior
regression performance compared with DAC23-ParamShare
with a substantial margin (0.161 in the 130-to-7-nm setting
and 0.079 in the 45-to-7-nm setting), indicating its effective
knowledge transfer capability

Our method outperforms all the baselines by a significant
margin, with improvements of about 41% and 47% in the
R2 score compared to its best counterpart, DAC23-PT-FT,

in the 130-to-7 and 45-to-7-nm settings, respectively. This
validates that our method is effective in handling the distri-
bution shifts between the source and target node data and
is capable of transferring knowledge to different technology
nodes. Meanwhile, our method requires only about 4% addi-
tional runtime to achieve this remarkable improvement due
to the added parameters. Note that all the baseline models
share the same runtime since they only differ in training
strategy, and they are the same during inference. Moreover,
compared to [50], we observe further improvements on most
benchmarks, with the average R2 score increasing by around
2.8% and 3.2% in the 130-to-7 and 45-to-7-nm settings,
respectively. This indicates the effectiveness of the proposed
transferability-based reweighting algorithm.

C. Runtime Analysis

The runtime analysis is shown in Tables IV and V. First of
all, since our method is used for prerouting timing predictions,
we do not have to run time-consuming timing optimization
and routing to get detailed wire information for the timing
information. Therefore, we compare our method with an
advanced commercial tool, which requires running complex
timing optimization and routing. As shown in Table IV, given
the results from the placement stage, the following timing
optimization and routing stage will take up much time for
commercial tool usage. Moreover, the post-routing STA stage
also consumes some extra time. As for our method, with the
netlist and layout as the input, we only need two steps to get
the final timing prediction. First, we process the data to the
required multimodal format, and then we only need a single
model inference to output the timing delay. As we can see
in Table IV, for smaller designs the data processing time is
neglectable, while it will increase as the design gets larger and
will dominate the whole test-time runtime for large designs,
for example, or1200. The inference time also increases with
the design size but with a much smaller speed compared with
the data processing time. In all, the total test-time runtime
for our method is much smaller than that required by the
commercial tools to run full timing optimization and routing
process. We can get on average 2000 times acceleration for
timing prediction, which validates the efficiency and necessity
of ML-based prerouting timing prediction methods.

We also show the training time comparison in Table V.
Compared with our baseline model [4], in the 130-to-7-nm
setting, the proposed feature disentanglement and Bayesian
prediction framework introduces around 9% extra training
time. Compared with [50], our proposed transferability esti-
mation algorithm requires solving an OT problem for each
iteration, which further introduces another 11% training time.
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In the 45-to-7-nm setting, we can observe similar time con-
sumption difference. The transferability estimation algorithm
takes around 9% more training time. The overall training time
for 45-to-7-nm setting is slightly shorter than that of 130-to-7
nm because the 45-nm netlist sizes are smaller than that of the
130-nm netlists, as shown in Table I. Generally, the training
on one 7-nm design and four 130 or 45-nm designs ends in
less than two days with only one Nvidia 3090 GPU.

D. Ablation Study

To further validate the effectiveness of our method, we
conduct two ablation studies to show 1) the effectiveness of
each module in our method and 2) the effect of the number
of preceding node netlist data. We conduct the ablation study
experiments in the 130-to-7-nm setting.

Effectiveness of Different Modules: To verify the effective-
ness of the feature DA, the Bayesian-based timing prediction
module (Bay.), and the transferability-based reweighting algo-
rithm (Re.), we conduct ablation studies as shown in Fig. 9.
For the two core modules, DA and Bayesian-based timing
prediction module, the performance drops by a substantial
margin without any of them, demonstrating the effectiveness
of both of them. In addition, these two modules lead to
different improvements on different designs. For instance, the
model with DA only outperforms the model with Bayesian
only on or1200 and sha3, but on arm9 and chacha model
with Bayesian only owns substantial advantages. Moreover,
the transferability-based reweighting algorithm further boosts
the performance of our proposed transfer learning framework.

Number of Source Node Netlist Data: We also investigate
how the number of source node data used in transfer learning
affects the performance of the timing predictor. As shown
in Table VI, when we increase the number of source node
data, the timing prediction performance improves consistently.
This indicates that, on the one hand, our method is effective
in transferring the knowledge in different nodes to enhance
the performance on the target node; on the other hand, the
involvement of more source node data can improve the timing
predictor’s generalization ability on various 7-nm designs.

VIII. CONCLUSION

ML-based methods [3], [4] have achieved remarkable success
in prerouting timing prediction. To ensure precise prediction,
they demand extensive data from the designated technology
node. However, the data collection process is time consuming,
posing a challenge in acquiring adequate data for advanced
technology nodes. To mitigate this issue, we propose a novel
transfer learning framework that leverages abundant data from
preceding technology nodes to enhance learning on the target
technology node. Specifically, our method first disentangles
the timing path features into node- and design-dependent parts
and aligns them separately. Then, we use a Bayesian ML-
based model to predict the arrival time of each timing path,
which can handle its high variability and generalize to new
designs in the test set. Moreover, we reweight the samples
from preceding technology nodes based on their transferability
to further enhance the transfer learning efficacy. Experimental

results on transfer learning from 130 or 45-nm node to 7-nm
node validate the effectiveness of our method.
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