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Abstract—A chiplet is an integrated circuit (IC) that encom-
passes a well-defined subset of an overall system’s functionality.
In contrast to traditional monolithic system-on-chips (SoCs),
chiplet-based architecture can reduce costs and increase reusabil-
ity, representing a promising avenue for continuing Moore’s law.
Despite the advantages of multichiplet architectures, floorplan
design in a chiplet-based architecture has received limited
attention. Conflicts between cost and performance necessitate
a tradeoff in chiplet floorplan design since additional latency
introduced by advanced packaging can decrease performance.
Consequently, balancing performance, cost, area, and reliability is
of paramount importance. To address this challenge, we propose
floorplan chiplet (Floorplet), a framework comprising simulation
tools for performance reporting and comprehensive models
for cost and reliability optimization. Our framework employs
the open-source Gem5 simulator to establish the relationship
between performance and floorplan for the first time, guiding
the floorplan optimization of multichiplet architecture. The
experimental results show that our method decreases interchiplet
communication costs by 24.81%.

Index Terms—2.5-D integrated circuits (ICs), chiplet floorplan-
ning, computer architecture, hardware/software co-design.

I. INTRODUCTION

HOW CAN we design complex electronic systems with
high performance and low cost? This is a fundamental

challenge that has driven the development of integrated circuit
(IC) design for the past 50 years. Moore’s law [1] has been
the dominant paradigm that describes how advances in chip
technology improve chip performance and reduce cost by inte-
grating more transistors on a single die. However, as the cost
of finer lithography patterns increases, the economic benefits
of Moore’s law are diminishing. Therefore, many foundries,
such as TSMC, Samsung, and Intel, are exploring alternative
solutions to reduce wafer costs and improve yields [2]. One
of the promising solutions is the utilization of advanced
heterogeneous integration and multichiplet architecture.
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Fig. 1. Architecture of chiplet-based 2.5-D package.

A chiplet is an IC with a specific function obtained by
partitioning a traditional monolithic system-on-chip (SoC).
Chiplets can also be considered intellectual property (IP) com-
ponents for reuse in multiple systems to reduce design costs.
Additionally, chiplets provide an opportunity for heteroge-
neous integration with different technology nodes [3], [4], [5].
In chiplet-based architecture, less important components can
use cheaper technology nodes. In contrast, some specified
components like analog, power, and memory modules can use
more advanced technology to reduce overall costs further and
improve yield [6].

The chiplet-based design method needs advanced package
techniques to utilize its characteristics fully. Chiplets can be
assembled in three dimensions (i.e., 3-D ICs) or placed on
a silicon interposer (i.e., 2.5-D ICs). Fig. 1 illustrates an
example of advanced 2.5-D package using multichiplet archi-
tecture [7]. In the figure, the chiplets with various functions
are placed on a silicon interposer using microbumps. Data
communication between chiplets occurs through wires within
the interposer. Then, the interposer is bonded to the package
substrate with C4 bumps.

The multichiplet architecture has attracted significant atten-
tion from academia and industry due to the advantages
mentioned above. However, challenges and drawbacks are also
associated with chiplets that hinder their popularity in practical
usage. If not handled properly, these challenges may result in
decreased performance and higher fabrication costs instead of
reducing costs.

First, from a performance perspective, the multichiplet
architecture can suffer from degraded performance due to the
extra physical wirelength between chiplets on the interposer.
Interchip nets are routed on the redistribution layers (RDLs) by
chip-scale wires [8]. Therefore, deciding the proper locations
of chiplets on the interposer, i.e., floorplan design of multiple
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Fig. 2. Floorplan design of chiplets in 2.5-D package.

chiplets shown in Fig. 2, will greatly impact the communica-
tion between chiplets. Consequently, the overall performance
of chiplet-based architecture is highly dependent on the quality
of floorplan design.

Second, from a cost standpoint, the use of the advanced
package can introduce more reliability issues. The reliability
issues of the 2.5-D package will potentially affect IP function-
ality and reduce the service life of the chiplet system. Due
to a higher degree of mismatch in the coefficient of thermal
expansion (CTE) in advanced packages, the bump reliability
may affected by stress, and chiplet cracking may be caused
by package warpage [9], [10], [11].

Third, from design automation tools, design methodologies
and electronic design automation (EDA) tools do not provide
adequate support to practical advanced 2.5 packages specif-
ically. Much literature on the chiplet-based floorplan design
is based on abstract chiplets without specific functionality.
In [6], the automated design of the chiplet was analyzed from
a high-level architecture perspective, and the results have not
been tested in realistic circuit designs. Prior art [12] focuses
on partitioning SoC into chiplets based on cost analysis.
Zhuang et al. [2] simply considered package reliability and
ignored performance degradation caused by extra package
cost and die-to-die interfaces. Therefore, designing practical
methodologies and EDA tools based on actual circuits is
important to boost the performance of chiplet.

To address these challenges and drawbacks, we propose
Floorplet, a performance-aware framework for co-optimizing
floorplan and performance of chiplet-based architecture.
Unlike previous papers that use abstract chiplets without
specific functionality or ignore performance metrics in floor-
plan design, we consider realistic chiplets with complex
data flow and incorporate performance factors into floorplan
optimization. Our framework consists of three main compo-
nents with corresponding contributions as follows.

1) parChiplet: An algorithm to partition realistic SoC into
functional chiplets that can be fabricated and analyzed
by EDA tools. The chiplets have specific functions
so that we can bring more hardware information to
enable an analysis of complex data flow in chiplet-based
architecture.

2) simChiplet: A simulation platform based on Gem5 sim-
ulator [13] that evaluates the performance impact of
different floorplan solutions for chiplet-based architec-
ture. The communication latency of chiplet-to-chiplet
depends on the latency in the interposer, which builds a
connection between the floorplan design and architecture
performance.

3) optChiplet: A floorplan framework for chiplet architec-
ture that considers reliability, cost, and area in addition
to performance metrics. We tested our work on various
benchmarks to show that it outperforms previous meth-
ods and achieves co-optimization of architecture and
technology.

The remainder of this article is organized as follows.
Section II introduces the cost and reliability model for the
chiplet-based architecture and important issues in floorplan
design. Section III provides detailed components of Floorplet
and corresponding algorithms. Section IV conducts experi-
ments to demonstrate the superiority of Floorplet and analyzes
experimental results. Finally, Section VI concludes this article.

II. PRELIMINARIES

A. Chiplet and Cost Model

Chiplet Definition: A chiplet is a small chip that is obtained
by partitioning a large monolithic SoC chip. Chiplets can
be fabricated using different technologies and integrated into
a larger system using advanced package techniques like
interposer-based 2.5-D packages. Chiplets can offer several
benefits over monolithic SoC chips, such as lower fabrication
and design costs, higher yield, and better performance. At the
same time, the chiplet-based architecture also poses several
challenges and drawbacks that need to be addressed. One of
the main challenges is how to optimize the floorplan of chiplets
on the interposer, which affects the performance, reliability,
cost, and area of the system.

Yield and Defect Density: According to Moore’s law, the
number of transistors in an IC doubles every 18–24 months,
which has been well proved in the past half-century [1].
However, the size of transistors in IC has now met its
physical limit and cannot be reduced as in the past [14].
Therefore, advanced package techniques like interposer-based
2.5-D packages are proposed to address this issue to build
large-scale systems [15]. Compared to a large monolithic SoC
chip, the 2.5-D package contains many smaller chiplets, which
are partitioned from the monolithic SoC. With chiplets, a larger
system can be constructed, and the fabrication and design costs
will be reduced substantially.

One of the main factors that affect the fabrication cost is
yield, which is the probability that a chip die is functional
and free of defects. The yield depends on the die area and
the defect density of the technology. A widely used model to
estimate yield is the negative binomial model [16]

Y(s) =
(

1 + d0s

α

)−α

(1)

where Y is the yield, s is the die area, d0 is the defect density,
and α is the cluster parameter. In the 7-nm technology, the
typical value of d0 is 0.09 cm−2, and the typical value of α

is 10 [15]. With this equation, the manufacturing costs can be
estimated based on the processed wafer’s yield Y and unit price
P0. Fig. 3 shows that the yield decreases and the cost increases
as the area increases, especially for advanced technologies
with higher defect density.
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Fig. 3. Relation between yield/cost and area of different technologies.
The figure shows that the yield decreases and the cost increases as the area
increases, especially for advanced technologies with higher defect density.

The Taylor expansion can be used to approximate the
manufacturing cost per yielded area as follows:

y(s) = P0

Y
≈ P0

(
1 + d0s + α − 1

2α
d2

0s2
)

(2)

where y(s) is the manufacturing cost per yielded area, which
will rise quickly as the die sizes increase. This equation
implies that with smaller chiplets partitioned from a monolithic
SoC, y(s) can be lower, thereby decreasing overall manufac-
turing expenses.

Cost Model of 2.5-D Package: In addition to the man-
ufacturing cost of chiplets, the bonding cost and yield of
chiplets and the interposer in the 2.5-D package should be
considered as well. As shown in Fig. 2, the raw cost of a 2.5-D
package consists of several components: raw chiplets Cchip,
raw substrate Csub, raw package Cpack, raw silicon interposer
Cinter, and bonding cost Cbond of each chiplet. The bonding
process involves attaching chiplets to an interposer and the
interposer to a substrate using micro-bumps or through-silicon
vias (TSVs). The bonding process may introduce defects or
failures that affect the functionality of the package.

Therefore, by considering raw cost and bonding cost, the
overall cost of the 2.5-D package can be expressed as follows:

Cpackage = Cpack + Cinter ×
(

1

y1 × yn
2 × y3

− 1

)

+ Csub ×
(

1

y3
− 1

)
(3)

where n is the number of chiplets, y1 is the yield of the
interposer, y2 is the bonding yield of chiplets, and y3 is the
bonding yield of interposer.

The overall cost of the 2.5-D package is

C2.5D =
Cpack
Ypack

+ ∑
i∈n

(
Cchip_i
Ychip_i

+ Cbond_i

)
Yn

bond
(4)

where Ypack, Ychip, and Ybond are, respectively, the yield of the
package, the yield of chiplets, and the yield of the bond. The
values of each term in our cost model are validated based on
data from public information and in-house sources [15].

B. Reliability Issues of 2.5-D Package

Warpage: Warpage is a major reliability concern in
advanced packages that refers to abnormal bending of shape
due to the mismatch in the CTE of different materials.
Warpage can cause the package to bend and result in the
cracking of chiplets and substrates. The critical parameters
affecting warpage include mold thickness, molding materi-
als, and the ratio of chiplet to package area [9], [10], [11].
Warpage can be measured by the variation in vertical height
at different positions on a package. In this work, the warpage
from the center to the edges of packages can be controlled by
an effective warpage computing model introduced in previous
works [17], [18]. The model is given as follows:

w(x) = t · �α · �T

2 · λ · D

[
1

2
x2 − cosh(kx) − 1

k2cosh(kl)

]
(5)

where �α represents the difference in CTE between the
chiplets and the substrate, and �T represents the thermal
load. The coefficients t, λ, D, and k are related to the material
properties. The center of the package is used as the origin
for building this model. The variables x and l represent half
the length of a chiplet and half the length of a substrate,
respectively.

Bump Stress: Bump stress is another major reliability
concern in advanced packages that refers to the mechanical
stress induced by bumps during the bonding process. Bump
stress can increase the risk of bump cracks or component
deformation, which can affect the functionality of the package.
Bump stress depends on the location and size of bumps, as
well as the placement and shape of components near the
bumps.

Hotspot bumps are defined as the bumps at the edge of
the silicon interposer that have a higher risk of deformation
than the bumps in the interposer center with uniform stress.
Analysis has shown that the edges of bumps experience high
stress due to the proximity of components, especially for
hotspot bumps that have a higher possibility of deformation
or crack [19], [20]. In this work, the bump stress can be con-
trolled by avoiding the overlap between chiplets and hotspot
bumps. Specifically, margin space around hotspot bumps is
ensured to prevent chiplets from overlapping with each other
and reduce bump stress.

C. Floorplan of Chiplets

The floorplan is an important stage in designing chiplet-
based systems that allocates the major functional blocks on the
interposer. The floorplan affects the overall area, the routing
wirelength, the thermal effects, and the reliability of the
design. Prior arts [21], [22] consider the area and wirelength
of the floorplan, while ignoring the performance metrics, such
as the data movement frequency and communication latency
between different chiplets. If the optimization of the floorplan
can consider the performance metrics, the final performance
of the chiplet system can be improved.

Li et al. [23] utilized the modular design scheme, which
means that each chiplet is placed on the tiles with an equal
size on the interposer. The scheme improves the reusability
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of each chiplet IP, while it may increase the potential of
extensive interposer area cost due to some tiles being free
on the interposer. In our framework, a different scheme of
chiplet floorplanning is utilized. Routers in the interposer are
not involved in the floorplan scheme in our work, instead, more
flexibility is added to the routing wire in the interposer and
minimize the interposer area. In this way, the chiplet-based
architecture can benefit from the router-free scheme with a
larger floorplan solution space to obtain the optimal floorplan
solution.

The chiplet-based architecture makes it possible to reduce
time to market by utilizing existing IPs. By combining various
chiplets with different functions in the 2.5-D package, design
companies can create new electronic systems without starting
from designing and testing to manufacturing SoC. For exam-
ple, in the recent AMD ZEN 2 architecture [24], server and
desktop processors can share the identical chiplet named core
complex die (CCD), which contains the CPU cores and caches.
Given such existing chiplets, it is challenging to achieve a
tradeoff between cost and performance. In our framework,
we combine the performance metric with the floorplan of the
chiplet by building a chiplet simulation platform to evaluate
the chiplet design, which will be elaborated in Section III.

D. Problem Formulation

The input of our framework is a set of chiplets C partitioned
from a monolithic SoC, a netlist N that connects the chiplets,
and the bump positions of the silicon interposer. The output the
framework is a floorplanning solution that provides the loca-
tion and orientation of each chiplet on the silicon interposer.
The objective of the optimization is

min β1 × wl + β2 × αp + β3 × C2.5D

s.t. wpgp ≤ wpgtp (6)

where wl represents half-perimeter wirelength (HPWL)
between chiplets, αp represents the warpage of the package,
and C2.5D is the cost of 2.5-D package from (4). βi represents
a user-defined coefficient that can be modified for a tradeoff
between multiple objectives.

During optimization, three types of constraints are consid-
ered.

1) Overlap Constraints: Each chiplet cannot overlap with
other chiplets or hotspot bumps.

2) Warpage Constraints: As shown in (6), the warpage of
the package p cannot exceed a threshold in both the x-
axis and y-axis directions.

3) Bump Margin Constraints: A margin space is defined
around hotspot bumps to avoid overlap with chiplets and
reduce bump stress.

III. FLOORPLET FRAMEWORK

A. Overview of the Framework

Fig. 4 shows the overview of the proposed Floorplet, which
consists of three main steps: 1) chiplet partitioning; 2) floor-
plan optimization; and 3) performance evaluation.

First, we propose the parChiplet algorithm to partition a
monolithic SoC into a set of chiplets with different functions

Fig. 4. Overall flow of the Floorplet.

and area constraints. The algorithm recursively divides the
hierarchical tree structure that represents the SoC components
and their connections.

Second, we propose optChiplet to formulate the floorplan
of the chiplet as a mathematical programming (MP) problem
that considers multiple objectives, such as package cost,
wirelength, warpage, and bump stress. We solve the MP
problem to obtain a primary floorplan solution that provides
the location and orientation of each chiplet on the silicon
interposer.

Third, we evaluate the performance of the chiplet design
using simChiplet built based on Gem5 garnet3.0 [13]. The
simulation platform can report the data movement frequency
and latency of different chiplet pairs based on various bench-
marks. The data movement frequency is utilized as feedback
to further optimize the floorplan results. In the simulation
platform shown in Fig. 5, the data are sent or received in
packages, which have an equal volume. In this way, more
data movement frequency can be seen as more data movement
volume. The details of each step will be elaborated as follows.

B. parChiplet: Chiplet Generation Method

Some previous works [2], [6] target highly abstract chiplets
without specific functions, while we choose an actual hardware
design of SoC and utilize synthesis tools in very-large-scale
integration (VLSI) flow to obtain the area and netlist of the
design. Then, based on various functions and area information,
an algorithm is developed to partition chiplets from the SoC
and obtain a chiplet pool.

Zhuang et al. [2] do not discuss the integrity of chiplet func-
tions when obtaining chiplets, i.e., some circuit macros that
communicate tightly may be partitioned to distinctive chiplets.
To bring more practical design information into chiplet design,
we use Python language to design a script to process the
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Fig. 5. Simulation flow embedded into Gem5 platform.

Fig. 6. Hierarchical tree of SoC components.

synthesis result of SoC from VLSI tool like Hammer [25].
The output of the script is a hierarchical tree of SoC, and
an example is shown in Fig. 6. The hierarchical tree takes
functional integrity and area into consideration. In this way, the
partitioned chiplets have relatively independent functions that
can be reused as IPs by other designs. Meanwhile, the number
of chiplets divided from the SoC system can be controlled
within an acceptable range.

Furthermore, the granularity of the partition is very impor-
tant during constructing a chiplet pool. On the one hand,
if the chiplet area is too large like a part of a monolithic
SoC, the benefit from the decreasing of area cost will be
eliminated. On the other hand, if the chiplet area is too small
like a fine-grained fragmentation with incomplete function, it
is impossible for fabrication to provide such an IP.

Therefore, the rule is given to make sure the area
range(amin, amax) is given as

amin = aSoC × rr

|C|max
, amax = aSoC × rr

|C|min
(7)

Algorithm 1 parChiplet(T, amin, amax)

Input: (T, amin, amax), T is the hierarchical tree structure like
Fig. 6, amin is the minimal threshold of chiplet area, amax
is the maximal threshold of chiplet area.

Output: The chiplet pool C.
1: C = ∅;
2: N =child(T); � child(·) gives the children nodes of T .
3: nr = ∅
4: for ni ∈ N do
5: if area(ni) > amax then � area(·) gives node’s area.
6: parChiplet(ni, amin, amax);
7: else if area(ni) < amin then
8: nr =comb(ni, nr); � comb(·) combines two nodes.
9: else

10: C = C ⋃{ni};
11: end if
12: C = C ⋃{nr};
13: end for
14: return C;

where |C|min and C|max represent the typical minimal and
maximal number of chiplets in the chiplet-based architecture,
respectively. aSoC and rr represent the overall area of the
monolithic SoC given by the synthesis tool and the relaxation
ratio of aSoC, respectively. rr is set to make sure to avoid the
failure of the chiplet partition. The total area of partitioned
chiplets should be larger than the original aSoC to avoid failure
of the floorplan because extra areas of interfaces die-to-die are
introduced.

By combining all analyses into an algorithm, we propose
Algorithm 1. The algorithm is straightforward to process the
SoC hierarchical tree recurrently. The input of the algorithm is
the synthesis results given by Hammer [25] from different SoC
designs. For various SoC designs, once given the synthesis
results, the hierarchical tree can be constructed automatically
with function integrity and area information. Since we have
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(a) (b)

Fig. 7. Latency-wirelength model. (a) Distribution of the wirelength between
chiplets. (b) Latency weight versus wirelength relation.

designed the parser to analyze the chiplet interconnection
relationship, the algorithm can be generalized across different
SoC.

C. simChiplet: Chiplet Simulation Method

In this step, we build a platform based on Gem5 gar-
net3.0 [13] to evaluate the data movement frequency of the
chiplet-based architecture and the overall latency of running
various workloads. The detailed simulation flow is shown in
Fig. 5, where we set the characteristics of various hardware
components to mimic the functionality of the original mono-
lithic SoC. In the original simulation tool, network-on-chip
(NoC) in Gem5 garnet3.0 combines different modules in the
chiplet-based architecture. The NoC module in gem5 is used
to record the data request and data volume, which can assist
in obtaining the data movement between chiplets. However,
the original platform does not support setting various values
of latency between different chiplet-pair flexibly. Instead, we
improve the flexibility of the original topology by embedding
the latency weight given by the latency-wirelength model in
Fig. 7(b), which is going to be introduced as follows.

In the 2.5-D package, the interchiplet communication
latency is determined by the length of the routed wires
inside the interposer, the microbumps, and the die-to-die
interfaces. In the monolithic SoC, the communication latency
is determined by the critical path in the circuit with a typical
max wirelength of about 1.4 mm, while in the chiplet-based
architecture, the max wirelength can be much longer than
that of SoC. For example, in the chiplet-based architecture
containing 64 cores [26], the max wirelength can reach about
10 mm.

The latency introduced by the chiplet architecture cannot
be ignored, as it can affect the performance of the system. In
UCIe 1.0 [27], an open industry standard for on-package con-
nectivity between chiplets, the latency of the interface should
be smaller than 2 ns. If the system runs with 2 GHz, extra
clock cycles will be introduced to chiplet communication. To
show the latency influence, we choose an SoC containing two
Rockets cores and two BOOM cores and use their HPWL
distribution to estimate their latency weights as shown in
Fig. 7.

Kim et al. [26] designed and constructed a chiplet-based
64-core processor to illustrate the chiplet design flow. It built

and verified the interposer delay model consisting of resis-
tance, inductance, conductance, and capacitance. According
to the results, in the 0.2–10.0 mm length range, as the
wire becomes longer, both communication delay and energy
increase linearly. In our experiment, the wire length falls into
the wire length range mentioned above, so we assume that it
is reasonable to utilize the wirelength-latency model in our
framework. Therefore, we suggest using this conclusion to
build our interposer delay model.

Therefore, according to the HPWL between the chiplets on
the silicon interposer and the relationship between the latency
and wirelength [26], the wirelength is mapped into six ranges
in Fig. 7(a), and each range has a specific latency weight. With
the latency-wirelength model in Fig. 7(b), the file containing
latency information and connections of chiplet is embedded
into our simulation platform with an option -CHIPLET_SIM
in the command line shown in Fig. 5.

D. optChiplet: Floorplan Optimization Method

The goal of our floorplan framework is to optimize the
placement of chiplets on the silicon interposer while mini-
mizing wirelength and improving reliability. The simulation
platform needs more time than the iteration time of the MP-
solver to obtain the data movement frequency among chiplets.
Therefore, combining the time-consuming simulation with
the existing solver together is unpractical. To decrease the
running time of the performance-aware floorplan solution, the
optimization is divided into two stages, i.e., primary floorplan
and performance-aware floorplan.

In this section, our MP models for solving the floorplan
problem are presented. First, the primary floorplan model
that considers the chiplet dimensions, locations, rotations,
warpage, and bump stress is introduced. Then, we describe
the performance-aware floorplan model that incorporates the
data movement frequency between chiplets obtained from our
simulation platform.

Primary Floorplan: The input data consists of n chiplets
C = {c1, c2, . . . , cn}, each with a fixed outline and a vari-
able location and orientation. The center area of the silicon
interposer is a bounding box W × H, where we aim to place
the chiplets without overlap. xck and yck are used to denote
the x-coordinate and y-coordinate of the lower-left corner of
chiplet ck, respectively. wck and hck are used to denote the
width and height of chiplet ck, which depend on whether it is
rotated or not.

To formulate the floorplan problem as an MP model, we
introduce some auxiliary variables and constraints as follows.
The notations used in this part are listed in Table I.

1) In practical chiplet-based architecture, there exists a
small distance to allow routing wire between two
near chiplets. After the floorplan stages, there are
follow-up stages like routing stages for the final
chiplet-based design fabrication. Therefore, we simpli-
fied the optimization process by omitting the small
distance between two nearby chiplet. To prevent over-
lap between chiplets, the binary variables pi,j and qi,j

are used to indicate the relative positions of chiplet
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TABLE I
NOTATIONS USED IN OPTCHIPLET

ci and chiplet cj. The nonoverlap constraints can be
expressed as

xci + wci ≤ xcj + W · (
pi,j + qi,j

)
(8)

yci + hci ≤ ycj + H · (
1 + pi,j − qi,j

)
(9)

xci − wci ≥ xcj − W · (
1 − pi,j + qi,j

)
(10)

yci − hci ≥ ycj − H · (
2 − pi,j − qi,j

)
(11)

pi,j, qi,j ∈ {0, 1}, 1 ≤ i < j ≤ |C|. (12)

If (pi,j, qi,j) = (0, 0), the chiplet ci is constrained to
place on the left of chiplet cj; if (pi,j, qi,j) = (0, 1), the
chiplet ci is constrained to place on the bottom of chiplet
cj; if (pi,j, qi,j) = (1, 0), the chiplet ci is constrained to
place on the bottom of chiplet cj; if (pi,j, qi,j) = (1, 1),
the chiplet ci is constrained to place on the top of chiplet
cj. In other words, by optimizing this pair, the location of
various chiplet can be changed to avoid overlap between
chiplets.

2) To allow rotation of chiplets, another binary variables rk

is used to indicate whether chiplet ck is rotated by 90
degrees or not. The width and height of chiplet ck can
be calculated as

wk = rk · ho
k + (1 − rk) · wo

k (13)

hk = rk · wo
k + (1 − rk) · ho

k (14)

where wo
k and ho

k are the original width and height of
chiplet ck, respectively.

To account for reliability issues caused by warpage and
bump stress, continuous variables wpgx

p and wpgy
p are used to

represent the warpage on the x-axis and y-axis directions of
the whole package p, respectively. The bump constraints are
shown in the lower-left corner of Fig. 9, where continuous
variables dcc and dmr are used to represent the radius of the cir-
cumscribed circle of each chiplet and the radius of the margin
region around each hotspot bump, respectively. The warpage
constraints can be expressed as follows:

w(x) = t · �α · �T

2 · λ · D

[
1

2
x2 −

(
(kx)2 + 1

)
/2 − 1

k2cosh(kl)

]
(15)

where t, �α, �T , λ, and D are physical parameters related to
the packing materials and dimensions. The warpage in each

(a) (b) (c)

Fig. 8. Different floorplan designs of chiplet-based architecture. (a) Macros,
bumps, and nets are generated from input data. (b) Floorplan design with
eight chiplets without performance metrics. The wider line represents higher
data movement frequency between chiplets. (c) Performance-aware floorplan
design.

direction can be calculated by plugging in the corresponding
values of x. The warpage upper bound can be enforced as

wpgx
p ≤ wpgtp, wpgy

p ≤ wpgtp (16)

where wpgtp is a user-defined threshold for an acceptable
warpage. The bump margin constraints can be expressed as
follows: (

xci − xbs

)2 + (
yci − ybs

)2 ≥ (dcc + dmr)
2 (17)

where (xbs , ybs) are the coordinates of the center of hotspot
bump bs, and (xci , yci) are the coordinates of the center of
chiplet ci. This constraint ensures that there is enough spacing
between each chiplet and each hotspot bump to avoid excessive
stress.

The objective function of the primary floorplan model is
to minimize a weighted sum of wirelength (wl), area (αp),
warpage (wpgx

p and wpgy
p), and cost of 2.5-D package (C2.5D)

with bump constraints, which can be expressed as

β1wl + β2αp + β3

(
wpgx

p + wpgy
p

)
+ β4C2.5D (18)

where β1, β2, β3, and β4 are user-defined coefficients that
reflect different design priorities.

We solve this MP model using an off-the-shelf solver
to obtain an initial floorplan solution that satisfies all the
constraints and optimizes all the objectives. Fig. 8(a) shows
a set of chiplets partitioned from a monolithic SoC with
their connections represented by lines with different widths
indicating their data movement frequency. Fig. 8(b) shows an
example of a primary floorplan solution with eight chiplets
placed on a silicon interposer.

Performance-Aware Floorplan: After obtaining the primary
floorplan solution, we feed it into our simulation platform to
evaluate its performance in terms of data movement frequency
among chiplets, as shown in Fig. 9. The simulation platform
models the application workload, communication patterns,
and memory hierarchy of the chiplet-based architecture. The
simulation will report a set of frequency values for each pair of
chiplets, denoted by F = {f1, f2, . . . , fM}, M = C|C|

2 represents
two-combination of C.

These frequency values can be used as inputs for our
performance-aware floorplan model, which aims to further
optimize the placement of chiplets by reducing the latency
between frequently communicating pairs. The performance-
aware floorplan model has the same variables and constraints
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Fig. 9. Simulation framework for chiplet-based architecture. The blue circles
represent chiplets, while the lines between them represent latency. After the
simulation, the data movement frequency between chiplets will be reported,
where the wider line represents a higher data movement frequency.

as the primary floorplan model, except for an additional term
that reflects the data movement frequency

β1wl + β2αp + β3

(
wpgx

p + wpgy
p

)
+ β4C2.5D + γ1

∑
i

fi (19)

where γ1 is a user-defined coefficient that controls the tradeoff
between data movement frequency and other objectives.

This MP model is also solved using an existing solver
to obtain a final floorplan solution that balances multiple
objectives and meets the performance constraints. Fig. 8(c)
shows an example of a performance-aware floorplan solution
with eight chiplets placed on a silicon interposer.

IV. EXPERIMENTS AND ANALYSIS

In this section, we evaluate the effectiveness of our proposed
floorplan framework on realistic chiplet-based architectures.
We construct the framework with actual chiplets considering
performance or reliability issues instead of using abstract
rectangles to represent chiplets. We also analyze the tradeoff
between different objectives and do some ablation studies to
check the effectiveness of reliability constraints.

A. Benchmarks and Baseline

We take advantage of Chipyard [28], an open-source SoC
generator tool, to generate various SoCs consisting of different
hardware components, such as CPU cores (e.g., Rocket [29]
and BOOM [30]), co-processors (e.g., Gemmini [31] and
Hwacha [32]), etc. To obtain the area information of each
chiplet, we utilize Hammer [25] tools with 7-nm standard
cell library ASAP7 [33] to synthesize various SoC designs.
The area information of each chiplet provides the input of
parChiplet to guide the floorplan optimization.

Each SoC can be partitioned into about 10–30 chiplets based
on their functions and build a chiplet pool consisting of about

TABLE II
SELECTED CHIPLETS FROM THE CHIPLET POOL CONSTRUCTED

FROM VARIOUS SOC DESIGNS

300 chiplets. The chiplet pool is constructed with various SoCs
to avoid time-consuming synthesis design. Once meeting the
same chiplet components, i.e., IPs, in the new chiplet-based
architecture, the physical information can be reused again.
Building a chiplet pool provides an opportunity to reuse the
synthesis results from Hammer to avoid the extra process of
synthesizing.

For practical chiplet fabrication, it is very time-consuming
to decide on the specific design for each chiplet. Only after
obtaining the final design of the chiplet, the width, and height
can be fixed. For our experiment, we cannot carefully design
each chiplet one by one in a limited time. Therefore, we
simplified the process by generating chiplets with a random
width/height ratio within a rational range. Our framework is
capable of handling practical chiplet whatever the width/height
ratio. Some selected chiplets are listed in Table II.

To boost the computation capability of the SoC architecture,
different SoCs are designed specifically with the target of
optimizing different applications. For instance, [34] specif-
ically designs the architecture for optimizing deep neural
network (DNN) applications on flagship mobile devices. [35]
designs an SoC architecture for mapping medical appli-
cations. Therefore, to optimize the performance of these
function-specific chiplet-based architectures, the correspond-
ing workloads are chosen to do the evaluation.

For chiplet-based DNN accelerators, ResNet-15 [36] and
MobileNet-v2 [37] are utilized as the workloads. For
chiplet-based general-purpose processors, some representative
workloads are utilized from the commonly used CPU bench-
mark SPEC2006 [38]. The benchmarks encompass a diverse
set of applications with varying performance characteristics,
effectively covering the states of all chiplets. The workloads
for various chiplet-based architectures are listed in Table III.

We compare our framework with the MP-based solver
method [2], which can give the primary floorplan solution
without performance consideration. Some ablation studies are
conducted to evaluate the effectiveness of warpage constraints
and bump stress constraints. Our framework and the baseline
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TABLE III
DIFFERENT CHIPLET-BASED ARCHITECTURE WORKLOADS FROM

RISC-V BENCHMARK, SPEC2006, AND DNNS ORDERLY

methods are implemented in C++ and use Gurobi [41] as the
MP solver. All experiments are conducted on a Linux machine
with an Intel Xeon CPU (E5-2630 v2@2.60 GHz) and 256-GB
RAM.

B. Experiment Setting and Results

The framework is tested on four SoC architectures with
different configurations, which are partitioned into 8, 16,
22, and 30 chiplets represented by C8, C16, C22, and C30.
The C8, C16, C22, and C30 are partitioned from a SmallRocket
core with the corresponding caches and peripheral modules,
a MediumBOOM core with the corresponding caches and
peripheral modules, a LargeBOOM core with peripheral mod-
ules, and a Gemmini accelerator with the processor core,
caches and corresponding DMA controllers.

The data movement frequency between chiplets is the
average of various benchmarks that are suitable for the specific
SoC design. The user-defined coefficients are set based on
some pre-experiments to obtain a good tradeoff between
multiple objectives and ensure convergence of optimization.
According to pre-experiments, β1, β2, β3, β4, and γ1 in (6)
are set to 1, 10, 100, 1, and 1, respectively. The floorplan
results demonstrate this setting can achieve a balance between
multiple objectives.

In Table IV, the experimental results are listed, where
HPWL, PA, WPG, ComCost, and AvgLat represent HPWL
of chiplet routing, package area, warpage of package and
interchiplet communication cost, and the average clock cycles
of finishing the workloads, respectively. The communication
cost is the multiplication of the data movement frequency
with the wirelength between two chiplets. Longer wirelength
will bring more latency in RDLs in chiplet-based architecture.
If frequent data movement occurs between two chiplet with
too long distances, the overall performance of the design
will deduct heavily because data movement costs can bring
more waiting time between components. Therefore, this metric
can represent the communication cost of the chiplet-based
architecture.

The floorplan framework can reduce communication costs
by placing chiplets with high data movement frequency close
to each other. As a result, the performance-aware floorplan

(a) (b)

(c) (d)

Fig. 10. Floorplan design of the chiplet-based architecture (C=16)
and (C=22). Our framework decreases communication costs by 36.8%
and 16.41%, respectively. (a) Primary floorplan solution (|C|=16).
(b) Performance-aware floorplan solution (|C|=16). (c) Primary floorplan
solution (|C|=22). (d) Performance-aware floorplan solution (|C|=22).

can decrease the average clock cycles of finishing workloads
by 13.18%. The column Latency in Table IV shows that the
performance improvement is more significant for architectures
with more chiplets.

The floorplan solutions are illustrated in Fig. 10. Fig. 10(a)
and (c) shows the results of a 16-chiplet floorplan and a
22-chiplet floorplan without performance consideration. The
width of the line indicates the data movement frequency
between chiplets, and the length of the line indicates the
communication latency between chiplets. The lines that
represent low data movement frequency are omitted for
clarity. Fig. 10(b) and (d) shows the results of the second
stage of floorplan optimization, which obviously reduces the
interchiplet communication cost. By reducing the HPWL
wirelength by 0.57% and the communication cost between
chiplets by 24.81%.

The performance-aware floorplan increases the overall area
of the package by 0.86%. This is the tradeoff between the
area cost and the performance improvement. The warpage
also increases by 0.93% compared to the floorplan without
performance. These overheads are acceptable considering
the significant communication cost reduction and obvious
performance enhancement by 13.18%.

Our framework improves the reliability of chiplet-based
architecture by considering the warpage and bump stress issues
in floorplan design and minimizing their effects. Moreover, the
framework is compared with the methods that do not consider
bump stress and warpage issues, and the result is shown in
Table V.

In our framework, metrics like performance, cost, area, and
reliability of chiplet-based architecture are considered. The
experimental results demonstrate that ignoring performance
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TABLE IV
COMPARISON OF THE METHODS WITH/WITHOUT PERFORMANCE METRIC

TABLE V
ABLATION STUDY OF RELIABILITY CONSTRAINTS

metrics in floorplan design will degrade performance. By
incorporating performance factors into floorplan design early,
the co-optimization of architecture and technology is realized.

V. DISCUSSION AND LIMITATION

A. Comparison With Traditional Floorplan Algorithms

Some previous works [21], [22] lack discussion of reliabil-
ity issues in the 2.5-D package, i.e., the warpage threshold
and avoiding the overlap between chiplets and the hotspot
bumps. In our work, the constraint of the bump stress is
expressed in (17) and it is shown in the lower left corner of
Fig. 9. After introducing reliability in our framework, methods
like the enumeration-based algorithm [21], the branch-and-
bound algorithms [22], and other traditional algorithms like
B* Tree [42], Sequence Pair [43], and Corner Block List [44]
cannot fulfill the problem property. The main differences
between our framework and some traditional algorithms lie in
the complexity of the problem constraints.

Therefore, adopting MP methods in our framework can
solve problems with multiple complex constraints well. The
MP methods can take complex constraints like warpage thresh-
old, bump reliability, interposer area, and wire length into
consideration simultaneously during the iterative optimization.
Meanwhile, the solutions to the MP problems can be finished
by some excellent solvers like Gurobi [41]. Therefore, we
compare our methods with MP-based methods in [2], and the
results illustrate that our methods outperform previous work
and achieve a better performance-aware floorplan solution.

The timing complexity cannot be analyzed precisely in
the MP-solver-based optimization framework. That is because
the optimization problems in our framework are solved by
existing the MP solver Gurobi, so the timing complexity is
highly reliant on the scale of the chiplets in the problem. On
the contrary, the running time of the solver can be obtained
for different tasks. For simple chiplet-based architecture like
C8 and C16, the whole optimization process can be finished
in 20 min to 1 h. For larger architecture like C22 and C30,
to obtain a relative optimal solution will take 8–10 h. For
some common chiplet-based architecture with 10–30 chiplets,
our framework can give a good solution in an acceptable
time compared to some traditional methods like the simulated
annealing algorithm.

B. Limitation of the Framework

The thermal issue is important in 3-D IC or chiplet-based
2.5-D IC. The main reason is the thermal cannot be dissipated
well with materials in the vertical direction. Chong et al. [11]
have built the thermal model in their work to simulate the
heat flow in 3-D IC. An accurate thermal model is constructed
based on the actual physical parameters of the packaging.
Our method focuses on introducing performance metrics into
the floorplan stage to obtain an early optimization result, so
the information related to thermal (e.g., voltage and accurate
power) is not available in the current situation platform.

In the future, the framework will be developed continually
by incorporating more metrics. For example, the thermal will
be considered with a two-stage method in [23]. First, a thermal
simulation model will be used to set the threshold, and after
the first stage optimization, the optChiplet will continue to
optimize the floorplan. Even though our current framework
does not take into account the thermal effect, we hope the
idea of combining reliability, technology, and performance
can bring more insights into chip architecture into the IC
manufacturing community.

VI. CONCLUSION

In this article, we present Floorplet, a performance-aware
framework for co-optimizing the floorplan and performance
of chiplet-based architecture. We address the challenges and
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drawbacks of using chiplets for complex circuit systems, such
as degraded performance due to interchiplet communication,
reliability issues due to warpage and bump stress, and lack of
realistic chiplet designs for analysis. We develop parChiplet
to partition realistic SoC into functional chiplets, a simula-
tion platform simChiplet to evaluate the performance impact
of different floorplan solutions, and a floorplan framework
optChiplet for chiplet-based architecture to consider reliability,
performance, cost, and area metrics. We test our method on
commonly used benchmarks and show its superiority over
previous methods. Our work demonstrates the potential of
using chiplets for designing high-performance and low-cost
circuit systems. We hope that our framework can provide use-
ful insights and guidance for future research and development
of chiplet-based architecture.
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