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Analytical Die-to-Die 3-D Placement With Bistratal
Wirelength Model and GPU Acceleration
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Abstract—In this article, we present a new analytical 3-D
placement framework with a bistratal wirelength model for face-
to-face-bonded 3-D ICs with heterogeneous technology nodes
based on the electrostatic-based density model. The proposed
framework, enabling GPU acceleration, is capable of efficiently
determining node partitioning and locations simultaneously,
leveraging the dedicated 3-D wirelength model and density model.
The experimental results on ICCAD 2022 contest benchmarks
demonstrate that our proposed 3-D placement framework can
achieve up to 6.1% wirelength improvement and 4.1% on average
compared to the first-place winner with much fewer vertical
interconnections and up to 9.8× runtime speedup. Notably, the
proposed framework also outperforms the state-of-the-art 3-D
analytical placer by up to 3.3% wirelength improvement and
2.1% on average with up to 8.8× acceleration on large cases
using GPUs.

Index Terms—3-D integrated circuits, physical design,
placement.

I. INTRODUCTION

W ITH technology scaling nearing its physical limits,
the 3-D integrated circuit (3D-IC) has emerged as

a promising solution for extending Moore’s Law. Vertically
stacking multiple dies enables 3D-IC to achieve higher-
transistor density and replace long 2-D interconnects with
shorter interdie connections, leading to improved circuit
performance. Leveraging advanced packaging technology,
chiplets with heterogeneous technology nodes can be
integrated to achieve leading cost-effective performance.
Prominent examples of such technology adoption are Intel’s
Meteor Lake [1] and AMD’s Zen 4 [2], which have resulted
in significant performance gains and cost savings.

Conventionally, 3D-ICs are fabricated using through-silicon
vias (TSVs) with large pitches and parasitics, which may
limit the total number of global interconnects to avoid
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performance degradation [3]. As an alternative approach,
monolithic 3-D (M3D) integration has been proposed, where
tiers are fabricated sequentially and connected using mono-
lithic intertier vias (MIVs) [4], [5], [6], [7]. In contrast
to TSVs with microscale pitches, MIVs exhibit nanoscale
dimensions [5], allowing for higher-integration density with
significantly reduced space requirements. Nevertheless, it is
still necessary to allocate certain white space on placement
regions to accommodate MIVs. Face-to-face (F2F) bonding
is another approach that bonds ICs using face sides for both
dies [8], [9], [10], [11]. F2F-bonded 3-D ICs do not require
additional silicon area for 3-D connections [9], eliminating the
need to reserve white space for vias and allowing much higher-
integration density. The silicon-space overhead-free property
of F2F-bonded 3-D ICs provides significant advantages in
numerous applications [7].

The emergence of 3D-IC presents challenges to traditional
2-D electronic design automation methods in producing high-
quality 3-D circuit layouts, and the heterogeneous technology
nodes further complicates the problem. Placement plays a
dominant role on the overall quality of physical design, and
innovations of 3D-IC placement are required to fully benefit
from the 3-D integration technologies. Within the context of
3-D placement, 3D-IC placers are responsible for solving the
optimal 3-D node locations to optimize specific objectives.
Such a very large-scale combinatorial optimization problem
can be solved in either discrete or analytical algorithms.
An analytical 3-D placement algorithm is characterized by
employing “true-3D” flows that handle tier partitioning con-
tinuously and devise 3-D solutions directly.

Despite the various research achievements mentioned above,
existing discrete and analytical 3-D flows are hardly applicable
to F2F-bonded 3-D ICs with heterogeneous technology nodes.
The discrete solutions typically fail to utilize the advantages
of 3-D ICs sufficiently as most of them rely on the FM-mincut
tier partitioning [12]. However, the total cutsize is not the
primary placement objective in F2F-bonded 3-D ICs due to the
silicon-space overhead-free property [9], resulting in subopti-
mal partitioning for discrete solutions. Conventional analytical
3-D placement algorithms adopt continuous optimization but
they do not support heterogeneous technology nodes during
global placement. Additionally, previous wirelength-driven
analytical placement algorithms use inaccurate wirelength
models [13] for numerical optimization, which is inconsis-
tent with F2F-bonded scenarios. Some recent work [14] on
wirelength models supports heterogeneous technology nodes
in analytical placement. However, it still pays no attention to
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the wirelength reduction introduced by interdie connections,
remaining unsolved inaccurate estimation in 3-D analytical
placement.

In this article, we propose a new analytical 3-D placement
framework for F2F-bonded 3-D ICs with heterogeneous tech-
nology nodes utilizing a novel and precise bistratal wirelength
model. Based on the proposed placement framework, we
efficiently determine the node locations along with partitioning
in a single run. The main contributions are summarized as
follows.

1) We design a bistratal wirelength model, including
computation strategies of the wirelength objective and
gradients, that significantly outperforms the widely used
models for F2F-bonded 3-D ICs.

2) We propose an ultrafast analytical 3-D placement frame-
work that leverages the bistratal wirelength model and
eDensity-3D [13] with GPU acceleration, considering
heterogeneous technology nodes.

3) Experimental results show that our results achieved
the best results on the ICCAD 2022 Contest
Benchmarks [15] with up to 6.1% wirelength improve-
ment and 4.1% on average, compared to the first-place
winner. Remarkably, we also outperform the state-
of-the-art (SOTA) analytical 3-D placer [14] for
heterogeneous F2F-bonded 3-D ICs by up to 3.3%
wirelength improvement and 2.1% on average. The
usage of vertical interconnects are also significantly
reduced.

The remainder of this article is structured as follows.
Section II provides some preliminaries, including previous
works and foundations of analytical placement. Section III
discusses the problem statement and problem formulation.
Section IV presents the overall flow of the proposed place-
ment framework for heterogeneous F2F-bonded 3-D ICs.
Then, Section V depicts the theoretical details of the bistratal
wirelength model. Section VI presents experimental results
and some related analysis on the adopted benchmarks, fol-
lowed by the conclusion in Section VII.

II. PRELIMINARIES

A. Related Works

Conventional discrete solutions handle multiple tiers dis-
cretely. T3Place [16] transforms 2-D placement solutions into
3-D with several folding techniques and local refinement.
Early TSV-based research on partition-based approaches [17],
[18], [19], [20] first partitions the netlist to minimize specific
targets, e.g., vertical connections, followed by a simultaneous
2-D placement on all tiers. The “pseudo-3D” flows utilize
optimization techniques of existing 2-D engines to work
with projected 3-D designs. Cascade2-D [21] implements
an M3D design using 2-D commercial tools with a design-
aware partitioning before placement. Recent partitioning-based
approaches [6], [7], [21], [22] suggest that partitioning first
may not sufficiently leverage physical information and thus
perform partitioning-last strategies after 2-D preplacement.
Shrunk-2D [6], [10] is a prominent example that performs
partitioning according to a 2-D preplacement. Shrunk-2D

requires geometry shrinking of standard cells and related
interconnects by 50% during its 2-D preplacement for F2F-
bounded 3-D ICs [10] or M3D [6]. Compact-2D [7] adopts
placement contraction without geometry shrinking to obtain
the 2-D preplacement, followed by a bin-based FM-mincut
tier partitioning [12]. Pin-3D [23] proposes pin projection to
incorporate interdie physical information by projecting pins
to other dies with fixed locations and transparent geometries,
which is first applicable to heterogeneous M3D ICs. Snap-
3D [24] for F2F bonded 3-D ICs shrinks the height of
standard cell layouts by one half and labels footprint rows
top versus bottom to indicate partitioning. However, the bin-
based min-cut partitioning algorithm lacks an understanding
of the impact of partitioning on placement quality. TP-graph
neural network (GNN) [25], an unsupervised graph-learning-
based tier partitioning framework, is proposed to address this
drawback for M3D ICs using GNNs. Considering that discrete
algorithms are particularly sensitive to partitioning [26] and
can potentially lead to performance degradation, analytical
3-D placement is considered to be more promising to produce
solutions with higher quality.

Analytical 3-D solutions relax discrete tier partitioning and
solve continuous 3-D optimization problems. Typical ana-
lytical approaches include quadratic programming [27], [28],
nonlinear programming [29], and force-directed methods [30].
In addition, NTUPlace3-3D [31], [32] performs 3-D analytical
placement based on a bell-shaped [33] smooth density consid-
ering TSV insertion, and mPL6-3D [34] utilizes a Huber-based
local smoothing technique working with a Helmholtz-based
global smoothing approach. Based on mPL6-3D [34], ART-
3D [26] improves placement quality using reinforcement
learning-based parameter tuning. The SOTA analytical place-
ment is the ePlace family [13], [35], [36], [37] where
the density constraint is modeled by an electrostatic field.
Lu et al. [13] proposed a general 3-D eDensity model in
ePlace-3D achieving analytically global smoothness along all
dimensions in 3-D domain. Remarkably, the ePlace family has
achieved substantial success in wirelength-driven analytical
placement, and their adoption of fast Fourier transform (FFT)
for solving the 3-D numerical solution has inspired quality
enhancement [38] and GPU-accelerated ultrafast implementa-
tions [39], [40].

Unfortunately, the aforementioned previous works have
difficulties in considering heterogeneous technologies and spe-
cific utilization constraints, and thus lead to poor performance
when applied to heterogeneous 3-D placement problems.
Recently, Chen et al. [14] proposed a 3-D analytical placement
algorithm to optimize wirelength considering F2F-bonded 3-D
ICs with multiple manufacturing technologies. They devise
a multitechnologies weighted-average (MTWA) wirelength
model using sigmoid-based functions for pin offset transition,
and establish their framework based on ePlace-3D [13]. A
2-D analytical placement, considering the accurate wirelength,
is employed after the 3-D global placement to further refine
the solution. The aforementioned works, including [14], adopt
the 3-D net bounding box as the wirelength model which is
not capable of capturing enough information of the impact of
partition on wirelength.
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B. Analytical Placement

Global placement is performed on a netlist (V, E), where
V = {c1, . . . , cn} and E = {e1, . . . , em} are the node set and
the net set, respectively. We are asked to determine the node
locations v = (x, y, z) from scratch during global placement
to minimize the total wirelength with little overlap allowed. A
typical 3-D analytical global placement problem is formulated
as the following unconstrained optimization problem:

min
v

∑

e∈E

We(v) + λD(v) (1)

where v = (x, y, z) indicates the node location variables, We(·)
is the net wirelength model of net e ∈ E, D(·) is the density
model of the entire placement region evaluating the over-
all overlap, and λ is the density weight introduced as the
Lagrangian multiplier of the density constraint. In analytical
placement, we expect to make the objective differentiable and
then apply numerical methods to solve (1).

The wirelength model We(·) in the above (1) is usually
a differentiable approximation [31], [32], [41], [42] to the
conventional net HPWL defined below.

Definition 1 (3-D HPWL): Given node positions x, y, z, the
3-D HPWL of any net e ∈ E is given by

We(x, y, z) = pe(x) + pe(y) + αpe(z) (2)

where pe(u) = maxci∈e ui − minci∈e ui denote the range or
peak-to-peak function that evaluates the difference of maxi-
mum minus minimum in a net, and α ≥ 0 is a weight factor.

pe(·) denotes partial HPWL along one axis. In real appli-
cations, it is approximated by a differentiable model, e.g., the
weighted-average [32] model given a smoothing parameter
γ > 0

pe,WA(u) =
∑

ci∈e uie
1
γ

ui

∑
ci∈e e

1
γ

ui
−

∑
ci∈e uie

− 1
γ

ui

∑
ci∈e e− 1

γ
ui

. (3)

Other differentiable models [41], [42] are also applicable.
Note that the z-dimension is usually defined manually, as tiers
are discretely distributed in 3-D scenarios. The corresponding
weight factor α ≥ 0 is determined in accordance with specific
objectives in real applications.

The SOTA density model D(·) is the eDensity family [13],
[35], [36], [37] based on electrostatics field, where every node
ci ∈ V is modeled by an electric charge. We implement
eDensity-3D [13] as our density model with GPU acceleration
in the proposed framework.

The optimization formulation in (1) is general and thus can
be applied in both 2-D and 3-D analytical global placement.
In conventional 2-D cases, the variable v = (x, y) is optimized
to find planar cell coordinates [36], [39], [40]. In 3-D cases,
the framework is well-established in ePlace-3D [13] where the
z-direction coordinates is considered to optimize v = (x, y, z).

III. PROBLEM FORMULATION

A. Problem Statement

In this article, we focus on the 3-D placement problem
with die-to-die (D2D) connections, specified in the ICCAD

2022 Contest [15]. The general requirement is to partition
the given standard cells into two dies with different technolo-
gies, create vertical interconnections named hybrid bonding
terminals (HBTs) for split nets, and determine the locations
of all nodes, including standard cells and HBTs, so that the
following constraints are satisfied.

1) Utilization Constraints: The utilization requirements of
the top die and the bottom die are provided separately,
leading to different area upper bound for two dies.

2) Technology Constraints: The cells may be fabricated
using different technologies on different dies, i.e., the
cell characteristic, cell height, cell width, and the cell
layout would be different.

3) Vertical Interconnection Constraints: For any net e split
to two dies, an HBT should be created to connect pins
on two dies. All HBTs share the same size.

4) Legality Constraints: All standard cells on both dies
should be placed without overlap and aligned to rows
and sites. HBTs should be placed to satisfy the spacing
constraint, i.e., the distance between each pair of HBTs
and the distance to boundaries are lower bounded.

The objective of this 3-D placement problem is the
total wirelength of all nets in the given design defined
in Definition 3. In short, we focus on minimizing the sum of
HPWL on the two dies. The center points of the HBTs are
included in the HPWL calculation for each die. We will give
rigorous mathematical formulations in Section III-B.

B. Problem Formulation

Consider a netlist (V, E) where V = {c1, . . . , cn} is the
node set and E = {e1, . . . , em} is the net set. A partition is
determined by a 0-1 vector δ ∈ Z

n
2 = {0, 1}n, where δi = 0

indicates that cell ci ∈ V is placed on the bottom die, otherwise
top die. In the 3-D placement with D2D vertical connections,
the partition determines the total number of hybrid bonding
terminals. In this section, we use x, y to represent both node
coordinates and corresponding pin coordinates ignoring pin
offsets for simplicity.

Definition 2 (Net Cut Indicator): The cut indicator of a net
e ∈ E is a function of partition δ ∈ {0, 1}n defined by

Ce(δ) = max
ci∈e

δi − min
ci∈e

δi. (4)

It is also a binary value in {0, 1}. If there exist two nodes
incident to net e placed on two different dies, the cut Ce(δ) =
1, otherwise it is 0.

Given a partition δ ∈ {0, 1}n, if a net e ∈ E is a split net, i.e.,
Ce(δ) = 1, a HBT should be inserted for this net as a vertical
connection. Otherwise, all nodes incident to e ∈ E are placed
on either the top or the bottom die. Different from TSVs and
MIVs going through silicon substrates, HBTs do not require
silicon space. If we have Cei(δ) = 1 for a net ei ∈ E, one
and only one HBT ti should be assigned to ei accordingly,
otherwise ti will be discarded. We denote the set of HBTs by
T = {t1, . . . , tm} with planar coordinates x′, y′.

Denote the top and bottom partial nets by e+(δ) = {ci ∈
e : δi = 1} and e−(δ) = {ci ∈ e : δi = 0}, respectively.
Correspondingly, the complete nets on top and bottom dies

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on May 22,2024 at 03:33:24 UTC from IEEE Xplore.  Restrictions apply. 



LIAO et al.: ANALYTICAL DIE-TO-DIE 3-D PLACEMENT 1627

Fig. 1. Overall placement flow of our framework.

are ẽ+
i = e+

i ∪ {ti} and ẽ−
i = e−

i ∪ {ti}, respectively, including
HBTs. The D2D wirelength [15] of net e ∈ E is defined as
follows.

Definition 3 (D2D Net Wirelength): Given partition δ, the
D2D wirelength of net e is defined by We = Wẽ+

i
+Wẽ−

i
. More

specifically, we have

Wẽ+
i

= max
cj∈ẽ+

i

xj − min
cj∈ẽ+

i

xj + max
cj∈ẽ+

i

yj − min
cj∈ẽ+

i

yj

Wẽ−
i

= max
cj∈ẽ−

i

xj − min
cj∈ẽ−

i

xj + max
cj∈ẽ−

i

yj − min
cj∈ẽ−

i

yj. (5)

If Cei(δ) = 0, it degrades to the ordinary net HPWL without
HBT considered.

The D2D net wirelength in Definition 3 simply sums
up the half-perimeter wirelength on two dies, demonstrating
equivalence to pẽ+

i
(x) + pẽ−

i
(x) + pẽ+

i
(y) + pẽ−

i
(y). Since the

center point of HBT ti is included, We is a function of
node locations x, y, HBT locations x′, y′, and partition δ. Our
problem is formulated as follows:

min
x,y,δ,x′,y′

∑

e∈E

We
(
x, y, δ, x′, y′)

s.t.
n∑

i=1

δia
+
i ≤ a+

req

n∑

i=1

(1 − δi)a
−
i ≤ a−

req

legality constraints (6)

where a+
i , a−

i stand for the node area of ci on the top and
bottom die, respectively. The area requirements are set to
a+

req, a−
req correspondingly. Besides of the legality constraints

of standard cells, all HBTs have a specific legality rule that
the distance between each other is lower bounded. It worth
mentioning that HBTs are on the top-most metal layer and
thus would not occupy any placement resources on both dies.

IV. OVERALL PLACEMENT FLOW

The overall placement flow of our proposed framework
is illustrated in Fig. 1. We adopt a 3-D analytical global
placement to find node locations with three dimensions. After
global placement, we assign HBTs and legalize all nodes,

including HBTs. At last, we perform detailed placement on
each die to further refine the solution. The optimized circuit
placement results will be output after detailed placement.
Note that we do not apply 2-D placement after 3-D global
placement and HBT assignment, as we are confident enough of
our proposed 3-D global placement which effectively handles
partitioning and planar placement together.

A. Global Placement

In 3-D placement, we assign coordinates x, y, z ∈ R
n to

all nodes. Given the top die [x+
min, x+

max] × [y+
min, y+

max] and
the bottom die [x−

min, x−
max] × [y−

min, y−
max], we have to make a

necessary and realistic assumption that they differ very little
so that the entire placement region is well-defined and the 3-D
placement framework makes sense under this scenario.

Assumption 1: The die sizes of two dies are almost the
same. Specifically, we have die width x+

min = x−
min = 0, x+

max =
x−

max, and die height y+
min = y−

min = 0, |(y+
max/y−

max) − 1| < ε,
where ε > 0 is a small tolerance.

Under Assumption 1, our 3-D global placement region is
set to a cuboid � = [0, x+

max]×[0, y+
max]×[0, zmax] by default,

with a properly determined depth zmax. For each node ci ∈ V ,
along with its width and height provided by the input files, it
will also be assigned a unified depth d.

Different from the 2-D cases, the partition values δ are
restricted to take very discrete values in 3-D placement
to determine node partition. More specifically, δ must be
constrained to take binary values in {0, 1}n in our placement
problem, described in Section III-B, so that each node ci ∈
V has an assigned partition indicator. We equally split the
placement cuboid � into two parts by the plane z = (1/2)zmax,
each of which represents a die

�+ = [
0, x+

max

] × [
0, y+

max

] ×
[ zmax

2
, zmax

]

�− = [
0, x+

max

] × [
0, y+

max

] ×
[
0,

zmax

2

]
. (7)

The unified node depth is d = (1/2)zmax. Ideally, we expect
every node ci ∈ V to be placed inside either the top part �+
or the bottom part �− at the end of 3-D global placement.
Note that every node should not be placed out of boundary,
therefore zi, which stands for the corner point coordinate
of node ci, should take values within interval [0, (1/2)zmax].
We determine the tentative node partition δ as a function
of z coordinates P(z), by rounding the normalized value
(2/[zmax])z at every iteration, i.e., we have

δi =
⌈

2zi

zmax
− 1

2

⌉
(8)

for every ci ∈ V .
An example of partition mapping δ = P(z) is depicted

in Fig. 2(a). Node ci is partitioned to the bottom die, i.e.,
δi = 0 as its corner coordinate zi < (1/4)zmax. The other
node cj in Fig. 2(a) is partitioned to the top die, i.e., δi = 1
as its corner coordinate zj > (1/4)zmax. The exact value of
the cuboid depth zmax should be determined properly to avoid
ill-condition in numerical optimization.

We manually set the bin size of z dimension to the mean
of bin sizes of the other two dimensions. More specifically,
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(a) (b)

Fig. 2. Partition mapping P(z) : [0, zmax] → {0, 1} and the update of node
attributes for heterogeneous technologies. (a) At one iteration during 3-D
global placement, node ci has tentative partition δi = 0 indicating the bottom
die, while node cj with δj = 1 is assigned to the top die. (b) Node size and
pin offset values of node ci ∈ V will change if moved to the other die.

suppose the placement region is uniformly decomposed into
Nx × Ny × Nz grids, then we set

zmax = Nz

2

(
xmax

Nx
+ ymax

Ny

)
(9)

in our analytical placement.
Heterogeneous Technologies: Different from ordinary

analytical placement, we have to face a challenge of hetero-
geneous technologies that the node attributes, including node
sizes and pin offset values, are different on the two dies.

Assume that each node ci ∈ V has width w+
i and height h+

i
on the top die and w−

i , h−
i on the bottom die. At each iteration

of 3-D global placement, we should determine the exact node
size for every node according to tentative partition δ = P(z).
More specifically, if the tentative partition δi = 1, w+

i , h+
i will

be adopted for node ci, otherwise it will use w−
i , h−

i . In other
words, the planar node size for node ci ∈ V is calculated as

wi = δiw
+
i + (1 − δi)w

−
i

hi = δih
+
i + (1 − δi)h

−
i (10)

where the tentative partition δi determined by (8) is a binary
value. The node depth remains d = (1/2)zmax in the entire
process of 3-D global placement.

In addition to the node size, we also have two sets of
pin offset values, although they are ignored for simplicity
in previous wirelength notations. Denote all pins by P =
{p1, . . . , pl}, and Pi is the set of all pins on the node ci ∈ V .
Now, let xoffset, yoffset, zoffset ∈ R

l be the pin offset vectors on
three dimensions. For any pj ∈ Pi, we have

xoffset,j = δix
+
offset,j + (1 − δi)x

−
offset,j

yoffset,j = δiy
+
offset,j + (1 − δi)y

−
offset,j (11)

and zoffset,j = (1/4)zmax is fixed. In other words, the pin offset
values of every pin is determined by the tentative partition of
the node it belongs to. Besides, we have a fact that, for any
pj ∈ Pi, node ci’s tentative partition δi = 1 if and only if pin
pj is on the top part �+: zi + zoffset,j ≥ (zmax/2).

In accordance with (10) and (11), we update the node
attributes, including node size and pin offset, at every iteration
during 3-D global placement. An example of updating node
attributes is illustrated in Fig. 2(b) where node ci is moved
from zi = (1/2)zmax to zi = 0.

Electrostatics-Based 3-D Density: As mentioned
in Section II-B, eDensity [36] is the SOTA academic density
model which analogizes every node ci to a positive electric
charge qi. It expects an electric equilibrium so that movable
objects can be evened out to reduce the overall node overlap.
Extending the density model in [36], ePlace-3D [13] computes
the potential map by solving the 3-D Possion’s equation under
Neumann boundary condition

�φ = −ρ, in �

n̂ · ∇φ = 0, on ∂� (12)

where ρ = ρ(x, y, z) is the current density map in placement
region � = [0, xmax] × [0, ymax] × [0, zmax] computed using
node locations. The second line in (12) is the boundary
condition specifying that the electric force on the boundary is
zero.

Suppose the placement region � is uniformly decomposed
into Nx × Ny × Nz grids, the solution to (12) under constraint∫
�

φ d� = 0 is given by

φ =
∑

j,k,l

ajkl

ω2
j + ω2

k + ω2
l

cos(ωjx) cos(ωky) cos(ωlz) (13)

where the tuple (ωj, ωk, ωl) = ([ jπ/xmax], [kπ/ymax],
[lπ/zmax]) stands for frequency indices. The density
coefficients ajkl is defined by

ajkl = 1

N

∑

x,y,z

ρ cos(ωjx) cos(ωky) cos(ωlz) (14)

where the denominator N = NxNyNz denotes the total number
of bins. Note that the DC component of density map ρ has
been removed, i.e.,

∫
�

ρ d� = 0 is satisfied by removing
a000 = (1/N)

∑
x,y,z ρ(x, y, z) which equals to the average

density of all bins. The electric field E(x, y, z) = (Ex, Ey, Ez)

can be directly derived from (13) by taking partial derivatives
of φ

Ex =
∑

j,k,l

ajklωj

ω2
j + ω2

k + ω2
l

sin(ωjx) cos(ωky) cos(ωlz)

Ey =
∑

j,k,l

ajklωk

ω2
j + ω2

k + ω2
l

cos(ωjx) sin(ωky) cos(ωlz)

Ez =
∑

j,k,l

ajklωl

ω2
j + ω2

k + ω2
l

cos(ωjx) cos(ωky) sin(ωlz). (15)

Equations (13) and (15) are well-established in [13], demon-
strating that these spectral equations can be solved efficiently
using FFT with O(N log N) time complexity.

Different from the general scenarios in [13] where they may
have multiple tiers, we only have two dies in our specific
problem. To help the 3-D electrostatic filed even out the
standard cells to different dies, the node depth is set to
d = (1/2)zmax by default, as mentioned above. Through the
numerical optimization of 3-D global placement, standard cells
are expected to be roughly distributed within either �+ or
�−, so that the tentative partition δ = P(z) does not introduce
significant wirelength degradation after 3-D global placement.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on May 22,2024 at 03:33:24 UTC from IEEE Xplore.  Restrictions apply. 



LIAO et al.: ANALYTICAL DIE-TO-DIE 3-D PLACEMENT 1629

(a) (b)

(c) (d)

Fig. 3. Optimal region B∗
e,HBT of an HBT for a split net e ∈ E with cut

Ce(δ) = 1 under several different scenarios. (a) Top net bounding box B+
e

and the bottom net bounding box B−
e overlap on both the x dimension and

the y dimension. (b) B+
e and B−

e overlap only on the x dimension. (c) B+
e

and B−
e overlap only on the y dimension. (d) B+

e and B−
e have no overlap on

both two dimensions.

B. HBT Assignment

During 3-D global placement, we do NOT insert HBTs as
any HBT is allowed to have overlap with standard cells. After
3-D global placement, we first obtain a partition δ = P(z) ∈
Z

n
2 according to (8). The convergence of global placement

implies a very low overflow indicating that zi should be close
to either 0 or (1/2)zmax to determine the partition solution.
Since the partition δ and x, y is already determined, we proceed
to the 2-D scenario with the top die layout and the bottom
die layout. Every split net e should be assigned precisely
one HBT.

Consider a split net e ∈ E. Ignoring pin offset values for
simplicity, define x-dimension coordinates x+

low = minci∈e+ xi,
x+

high = maxci∈e+ xi and vertical coordinates y+
low, y+

high for the
top partial net e+, and similarly define corresponding variables
for the bottom partial net e−. Then, we denote the bounding
box of partial nets e+ and e− by

B+
e =

[
x+

low, x+
high

]
×

[
y+

low, y+
high

]

B−
e =

[
x−

low, x−
high

]
×

[
y−

low, y−
high

]
(16)

respectively.
After 3-D global placement, the x, y coordinates and parti-

tion δ = P(z) of nodes are already determined, and thus B+
e

and B−
e are determined for every split net e. As illustrated

in Fig. 3, for any split net e, its HBT has a specific optimal
region, i.e., the net wirelength We is minimized only when its
HBT is placed within this optimal region.

Theorem 1: For a split net e ∈ E, the optimal region of its
HBT is defined by B∗

e,HBT = [x′
low, x′

high] × [y′
low, y′

high] where

x′
low = min

{
max

{
x+

low, x−
low

}
, min

{
x+

high, x−
high

}}

x′
high = max

{
max

{
x+

low, x−
low

}
, min

{
x+

high, x−
high

}}
(17)

and y′
low, y′

high are defined similarly. Equivalently, coordinates
x′

low, x′
high are the two median numbers of x+

low, x−
low, x+

high, x−
high

and the same for y′
low, y′

high.
Theorem 1 enlightens us that the total net wirelength will be

minimized when every split net e has its HBT placed within
the optimal region B∗

e,HBT. Therefore, we intuitively assign an
HBT t(e) ∈ T for each split net such that the center point of
t locates exactly at the center point of B∗

e,HBT.
Note that after this HBT assignment step, it is likely that

HBTs may overlap with each other, requiring a subsequent
legalization process. To control the total number of HBTs
and mitigate potential wirelength degradation caused by legal-
ization, we carefully regulate the weight α in the objective
function described in Definition 1. This enables us to mitigate
wirelength degradation while minimizing the number of HBTs.

C. Legalization

After the partitioning δ = P(z) and the HBT assignment,
the mission of 3-D global placement is completed. The rest
is to legalize all nodes, including HBTs and further refine the
solution from 2-D perspective. We legalize the standard cells
on the top die and the bottom die separately with Tetris [43]
and Abacus [44]. The HBTs are legalized similarly by treating
them as ordinary standard cells with a specific terminal size.

Note that in our problem definition, HBTs share the same
square size w′ × w′ and every pair of HBTs must satisfy the
spacing constraint that the distance of boundaries should be
no less than s′. Hence, we pad every HBT to a square with
size w′ + s′ and legalize them as ordinary standard cells with
row height w′ + s′.

D. Detailed Placement

We further improve the total wirelength by applying
ABCDPlace [45] with several techniques, including global
swap [46], [47], independent set matching [48], and local
reordering [46], [48], die by die. When we are performing
detailed placement on one die, all other nodes on the other die
and HBTs remain fixed. After the detailed placement of two
dies, the optimal regions of HBTs may get affected. Therefore,
we can continue to map HBTs to their updated optimal regions,
followed by a new round of HBT legalization and detailed
placement. While this process can be iterated infinitely, we
find that only the initial few rounds yield significant benefits.
Therefore, we perform one additional round of this process
during the detailed placement.

V. BISTRATAL WIRELENGTH MODEL

The analytical wirelength model is critical to the
numerical optimization of (1) in this problem. Previous
works [13], [31], [32] use the 3-D HPWL model defined
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(a) (b)

Fig. 4. Example where changing partition of one pin does not affect the
net bounding box but increases the exact net wirelength. (a) Exact wirelength
equals to the HPWL of the entire net. (b) Exact wirelength is strictly larger
than the HPWL of the entire net.

in Definition 1 with the peak-to-peak function to describe the
net wirelength. Chen et al. [14] proposed MTWA model to
consider heterogeneous technologies, but it is still based on
3-D HPWL without considering the D2D wirelength. Note
that pe(z) roughly reflects the cut size of net e and does not
contribute to the planar net wirelength. The plain HPWL W̃e

is defined as follows such that We(x, y, z) = W̃e(x, y)+αpe(z).
Definition 4 (Plain HPWL): Given node positions x, y, the

plain HPWL of any net e ∈ E is given by

W̃e(x, y) = max
ci∈e

xi − min
ci∈e

xi + max
ci∈e

yi − min
ci∈e

yi (18)

which does not care node position z at all.
Obviously, (18) in the above definition is equivalent to the

separable representation W̃e(x, y) = pe(x) + pe(y) using the
peak-to-peak function defined in (2).

Unfortunately, 3-D HPWL model in Definition 1 based on
the plain HPWL is inaccurate as the exact wirelength defined
in Definition 3 and (5) sums up the HPWL on the top die and
bottom die. Equation (18) only considers the entire bounding
box with the top die and the bottom die together, neglecting the
pin partition and the potential presence of HBTs. Additionally,
the conventional 3-D HPWL wirelength model is NOT able to
capture the wirelength variation resulting from different node
partition.

Consider a net e ∈ E connecting four pins p1, p2, p3, p4.
Fix all planar locations of these pins and tentative partition
of p2, p3, p4. Fig. 4(a) shows e+ and e− when p3 is on the
bottom die and the corresponding HBT is placed optimally. It
is clear that the total wirelength of net e is We = W̃ẽ+ + W̃ẽ−
which exactly equals to the plain HPWL of the entire net e.
By contrast, Fig. 4(b) shows the case when p3 is on the top
die. The HBT with the same coordinates preserves optimality,
but the true wirelength We = W̃ẽ+ + W̃ẽ− is larger than the
plain HPWL of net e.

Theorem 2: Given any partition δ and any net e ∈ E, let
pe(u) = maxci∈e ui − minci∈e ui be the peak-to-peak function
defined in (2). Then, we always have

pe ≤ min
x′ Wex

(
x′) ≤ 2pe (19)

where Wex(x
′) is the x-dimension part of the exact net wire-

length defined in (5) with HBT coordinate x′ under tentative
partition δ.

The equality of the left part of (19) holds if and only if B+
e

and B−
e defined in (16) has no overlap on the x dimension.

The equality of the right part holds if and only if B+
e and B−

e
are the same on the x dimension. The conclusion on the y
dimension can be similarly established. We will give a more
detailed representation of minx′ Wex(x

′) in Theorem 3.
Corollary 1: Given any partition δ and any net e ∈ E, let

the ordinary plain HPWL be W̃e defined in Definition 4. Then,
we always have

W̃e ≤ min
x′,y′ We

(
x′, y′) ≤ 2W̃e (20)

where We(δ, x′, y′) is the exact net wirelength defined in (5)
with HBT coordinate (x′, y′).

The equality of the left part of (20) holds if and only if
B+

e and B−
e defined in (16) has no overlap on both x and

y dimensions. The equality of the right part holds if and
only if B+

e and B−
e are the same. Corollary 1 indicates

that the HPWL model used in previous works [13], [31], [32]
is just a lower bound of the exact bistratal wirelength in
our problem. Apparently, optimizing W̃e does not necessarily
benefit the exact wirelength as the error bound may get as
large as the lower bound, according to (20). We will give
a precise representation of minx′,y′ We(x′, y′) for every net e
in Theorem 3.

We propose a novel bistratal wirelength model that han-
dles planar coordinates and partitioning together. Instead of
optimizing W̃e, we try to minimize minx′,y′ We(x, y, δ, x′, y′)
at every iteration according to the tentative partition. Besides
of the wirelength estimation, the computation of gradients is
more critical to the numerical optimization process. In this
section, we will discuss the proposed model theoretically in
detail.

A. Wirelength Objective

In the forward pass of numerical optimization [36], [39],
we calculate the exact or approximated wirelength. Different
from 3-D HPWL in Definition 1, we must consider partition
for more precise wirelength estimation.

According to Corollary 1, we should approximate the
exact wirelength We defined in (5) as precisely as pos-
sible. Considering that HBTs are not inserted in the 3-D
global placement as the tentative partition δ may vary at
every iteration, we assume that each split net is assigned a
dummy HBT placed within its optimal region according to
the tentative partition. In other words, we target at optimizing
minx′,y′ We(x, y, δ, x′, y′) where the tentative partition δ = P(z)
is updated at every iteration. The following theorem reveals the
explicit representation of our wirelength forward computation
without any HBT inserted.

Theorem 3: The minimal precise net wirelength on the x
dimension with respect to the HBT coordinate x′ of net e is
given by

min
x′ Wex

(
x′) = max{pe, pe+ + pe−} (21)

as a function of node positions (x) under partition δ, where the
peak-to-peak function pe is defined by pe(u) = maxci∈e ui −
minci∈e ui for any u.
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Theorem 3 gives an accurate estimation of the minimum
exact net wirelength on the x dimension for split nets at every
iteration during 3-D global placement. Note that the right-hand
side of (21) also indicates the exact wirelength for any nonsplit
net e as either pe+ or pe+ is zero. The corresponding theorem
on the y dimension can be similarly established.

Given any partition δ and any split net e ∈ E, let B+
e =

[x+
low, x+

high]×[ y+
low, y+

high] and B−
e = [x−

low, x−
high]×[ y−

low, y−
high]

be the bounding boxes of partial nets e+, e−, respectively,
defined in (16). Define

Wex =
{

maxci∈e xi − minci∈e xi, if xhigh ≤ xlow

x+
high − x+

low + x−
high − x−

low, otherwise (22)

where xlow = max{x+
low, x−

low}, xhigh = min{x+
high, x−

high}, and
similarly define Wey. Then, the minimal precise net wirelength
considering both x, y dimensions with respect to the HBT
coordinates (x′, y′) of net e ∈ E defined in Theorem 3 is
equivalent to

min
x′,y′ We

(
x′, y′) = Wex + Wey. (23)

More intuitively, (23) first checks whether the boxes B+
e and

B−
e overlap. If they overlap on one dimension, we optimize

the HPWL of the top partial net e+ and the bottom partial net
e− on this dimension separately, as we have

x+
high − x+

low = pe+(x) = max
ci∈e+ xi − min

ci∈e+ xi

x−
high − x−

low = pe−(x) = max
ci∈e− xi − min

ci∈e− xi (24)

otherwise the target degrades to the ordinary HPWL function
W̃e on this dimension.

For a nonsplit net e ∈ E with Ce(δ) = 0, i.e., it is completely
within either the top or the bottom die, we treat it as an
ordinary 2-D net and evaluate its ordinary plain wirelength
W̃e with (18). Then, we propose the bistratal wirelength
(BiHPWL) as follows.

Definition 5 (Bistratal Wirelength): Given 3-D node posi-
tion (x, y, z), the bistratal half-perimeter wirelength of any net
e is defined as

We,Bi(x, y, z) = max{pe(x), pe+(x) + pe−(x)}
+ max{pe(y), pe+(y) + pe−(y)} (25)

where the peak-to-peak function pe(·) is defined by pe(u) =
maxci∈e ui − minci∈e ui for any u. The partial nets e+(δ) and
e−(δ) are determined by the tentative partition δ = P(z).

Definition 5 gives a much accurate wirelength estimation in
our problem. Combining the regularization of cut size, In our
3-D global placement, we use

W(x, y, z) :=
∑

e∈E

We,Bi(x, y, z) + α
∑

e∈E

pe(z) (26)

as the wirelength objective where the bistratal net wirelength
We,Bi is defined by (25). Note that We,Bi is also a function of
z as the tentative partition δ at every iteration is determined
by z. The second term with α weight is integrated to limit
the total number of HBTs as we always expect fewer HBTs if
possible. Moreover, a large number of HBTs would degrade
the solution quality after legalization.

Optimizing (26) resolves the issue that 3-D HPWL approx-
imates the true wirelength poorly when the top box B+

e and
the bottom box B−

e overlap, illustrated in Fig. 4(b). However,
the objective in (26) is highly nondifferentiable. Therefore,
we should establish the gradient approximation in detail to
enable numerical optimization of 3-D global placement. In
the following of this section, we will discuss the gradient
computation, including the subgradient approximation, to the
planar gradients and the finite difference approximation (FDA)
to the depth gradient.

B. Gradient Computation

The optimization of (26) itself is difficult as it is nondif-
ferentiable and even discontinuous with respect to z. In this
section, we will discuss our proposed strategy to find the
“gradients” that percept the objective change with respect to
variables.

Since the representations in (22) are always in a peak-
to-peak form, we use the weighted-average model [31], [32]
in (3) to approximate them, so that We in (21) is differentiable
where xhigh �= xlow and yhigh �= ylow when calculating
gradients. It is straight-forward to derive the closed-form
representation of gradients of the WA model [31] described
in (3)

∂pe,WA

∂ui
= e

ui
γ (γ + ui − Smax)

γ
∑

ci∈e e
ui
γ

− e− ui
γ (γ + Smin − ui)

γ
∑

ci∈e e− ui
γ

(27)

where the smooth maximum Smax = Smax(u) and the smooth
minimum Smin = Smin(u) are defined by

Smax =
∑

ci∈e uie
1
γ

ui

∑
ci∈e e

1
γ

ui
, Smin =

∑
ci∈e uie

− 1
γ

ui

∑
ci∈e e− 1

γ
ui

(28)

such that pe,WA = Smax − Smin. The variable u can be x, y, z
to derive the detailed gradients of the smooth peak-to-peak
on corresponding dimensions. More details of differentiable
approximations are discussed in [31], [32], [41], and [42].

Adaptive Planar Gradients: In the numerical optimization,
we are supposed to derive the “gradients” of (26) with respect
to coordinates x, y, z. The gradients w.r.t. planar coordinates
x, y guide the optimizer to find optimal placement on each
die, while the gradients w.r.t. z handle the partition corre-
spondingly. It is clear that the planar gradients are determined
by ∇xWe,Bi and ∇yWe,Bi. Unfortunately, We,Bi in (25) is
nondifferentiable, forcing us to consider subgradients instead.

Without loss of generality, we focus on the x dimension.
Consider function set F = {pe, pe+ +pe−} for a given tentative
partition, then the x-dimension part of wirelength We,Bi is
Wex,Bi(x) = maxf ∈F f (x). The corresponding active function
set is

I(x) = {f ∈ F : f (x) = Wex,Bi(x)}. (29)

According to the subgradient calculus rule, we know that the
subdifferential of We,Bi is a convex hull

∂Wex,Bi(x) = conv
⋃

f ∈I(x)

∂f (x). (30)
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We expect to legitimately take one subgradient g ∈ ∂Wex,Bi(x)

for optimization.
A nonsplit net is trivial as Wex,Bi(x) degrades to pe(x)

directly. Consider a split net e ∈ E. When B+
e and B−

e have
overlap on x dimension, i.e., pe+(x)+pe−(x) > pe(x), pe+(x)+
p−

e (x) ∈ I(x) is active in (29) and we have Wex,Bi(x) =
pe+(x) + pe−(x). According to (30), it is straight-forward
to take any subgradient in ∂pe+(x) + ∂pe−(x) for numerical
optimization. Empirically, differentiable approximations of pe

may be preferred to work with smooth optimizers, and thus we
take ∇xpe+,WA + ∇xpe−,WA as the “gradient” ∇xWex,Bi, where
we leverage the weighted-average model pe,WA [31], [32]
defined in (3). When B+

e and B−
e do not overlap on x

dimension, i.e., pe+(x)+pe−(x) < pe(x), pe(x) is active in (29),
so we have Wex,Bi(x) = pe(x) and treat e as a nonsplit net, then
apply the approximation pe,WA. When I(x) is not a singleton,
i.e., pe+(x) + pe−(x) = pe(x), we can take any element in the
convex hull in (30). Through this way, we define the “gradient”
∇We,Bi.

Definition 6 (Planar Gradient): Consider the bistratal wire-
length We,Bi. The planar gradient ∇xWe,Bi = g is defined as
follows:

g =
{∇pe+,WA + ∇pe−,WA, if pe+ + pe− > pe

∇pe,WA, otherwise
(31)

which is an approximation of a subgradient, where the gradient
of pe,WA is given by (27).

The gradient ∇yWe,Bi can be defined similarly. Note that we
still use ∇We,Bi to denote such a subgradient approximation
in (31) although We,Bi itself is nondifferentiable.

We consider (31) to be the adaptive planar gradients w.r.t.
x, y coordinates. The term “adaptive” is named after the
overlap illustrated in Fig. 4. More specifically, we check
whether B+

e and B−
e overlap on x (and y) dimensions under

tentative δ for every net e at every global placement iteration.
If they overlap on the x (or y) dimension, we have pe+ +
pe− > pe and use the first representation of ∇We,Bi in (31)
and the second otherwise. Equation (31) is applied in our
numerical optimization during the 3-D global placement. With
no doubt, it takes into account the physical information of pin
coordinates on both dies, making it much more accurate than
the 3-D HPWL model.

FDA of Depth Gradients: In addition to the planar gradients
w.r.t. x and y, we are also supposed to derive how to correctly
define “gradients” w.r.t. z which is far more tricky. Finding a
way to optimize z is critical to the entire optimization, as it
directly determines the quality of partition.

The density gradient ∇zD(x, y, z) drives placer to separate
nodes with depth (1/2)zmax to be distributed on two dies
so that we can obtain a valid partition at last, neglecting
wirelength optimization. The gradient

∑
e ∇zpe,WA(z) in (26)

with the weighted-average model [32] tends to optimize the
total cutsize of the design so that the total number of HBTs
is limited, but there is no theoretical guarantee that a small
cutsize would benefit the D2D wirelength. Hence, the most
important task is to find how We,Bi(x, y, z) gets affected by
z to evaluate the quality of partitioning. Considering that
We,Bi(x, y, z) is even discontinuous with respect to z, the

gradient ∇zWe,Bi does not exist at all. To tackle this problem,
we leverage finite difference to approximate the impact of z
on the bistratal wirelength.

Finite difference [49], [50], [51], [52] has been widely used
in a large number of applications in numerical differentiation
to approximate derivatives. We follow the definitions and
notations in [52] and denote the difference quotient by:

�
h

f (x) = f (x + h) − f (x)

h
(32)

using the Nörlund’s operator �h [52], [53] for any function f
on R and x, h ∈ R. In the classical infinitesimal calculus, the
first-order derivative of f is defined by limh→0 �h f (x) if f is
differentiable. Both difference and derivative estimate how the
function value would change with its variables, but derivative
is in a continuous view while difference depends on the step
size h.

Taking a net e ∈ E and ci ∈ e, consider the impact of
zi to the bistratal wirelength We,Bi. For simplicity, we use
We,Bi(zi) to represent the bistratal wirelength of net e ∈ E as
a function of zi and fix all other variables. Given step size h,
the difference quotient of We,Bi at zi is

�
h

We,Bi(zi) = We,Bi(zi + h) − We,Bi(zi)

h
(33)

combining both the forward/advancing difference (h > 0)

and the backward/receding difference (h < 0). Since We,Bi is
discontinuous with respect to zi, the limit limh→0 �h We,Bi(zi)

does not exist. However, we could consider (33) with a large
h as we only have two dies. More specifically, we set h =
(1/4)zmax if δi = P(zi) = 0 and h = −(1/4)zmax otherwise,
so that the difference quotient in (33) will always be nonzero.
Providing that We,Bi(zi) is a step function that only takes two
possible values We,Bi(0) and We,Bi([1/2]zmax), (33) can be
summarized as follows.

Definition 7 (FDA): Consider the bistratal wirelength
We,Bi. The FDA ∇zWe,Bi = g is defined by

gi = �
1
4 zmax

We,Bi(zi) = 4

zmax

(
We,Bi

( zmax

2

)
− We,Bi(0)

)
(34)

where zmax is the total depth of our placement region, defined
in (7).

Equation (34) is intuitive that it actually evaluates the
wirelength change when moving a pin to the other die. It
provides a local view of benefits we can obtain when changing
node partition. Note that we still use the term ∇zWe,Bi to
denote the FDA in Definition 7, although We,Bi itself is
nondifferentiable.

From (34), any node ci ∈ V accumulates depth gradients
∇zWe,Bi from all related nets e, therefore the FDA locally
evaluates the impact of every node to the total circuit wire-
length. We apply

∑
e ∇zWe,Bi in (34) with cutsize gradient∑

e ∇zpe,WA(z) and density gradient ∇zD(x, y, z) to numerical
optimization in 3-D global placement to obtain a good partition
with an acceptable number of HBTs. Combining with the
adaptive planar gradients in Definition 6, we have defined
the detailed gradient computation of the proposed bistratal
wirelength model.
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TABLE I
STATISTICS OF THE ICCAD 2022 CONTEST BENCHMARK SUITES [15]

WHERE u+, u− STAND FOR THE UTILIZATION CONSTRAINTS ON THE TOP

DIE AND THE BOTTOM DIE, RESPECTIVELY. RH+ AND RH− REPRESENT

THE ROW HEIGHT ON THE TOP AND BOTTOM DIE. w′ MEANS THE SIZE

OF HYBRID BONDING TERMINALS

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

We conducted experiments on ICCAD 2022 contest bench-
mark suits [15]. The detailed design statistics are shown
in Table I. Note that each HBT in a specific design has a
size of w′ × w′, and the minimum spacing s′ on x and y
directions between each pair of HBTs is also equal to w′.
Movable macros are not included in the benchmark suits.

We implemented the proposed 3-D analytical placement
framework in C++ and CUDA based on the open-source placer
DREAMPlace [39]. All the experiments were performed on
a Linux machine with 20 Intel Xeon Silver 4210R cores
(2.40GHz), 1 GeForce RTX 3090Ti graphics card, and 24 GB
of main memory. We compared our framework with the SOTA
placers from the top-3 teams in ICCAD 2022 contest and
recent work [14], and the reported results were evaluated by
the official evaluator provided by the contest.

B. Comparison With SOTA Placers

Table II shows the experimental results of the top-3 teams,
SOTA analytical 3-D placer [14], and ours on the contest
benchmark suites [15]. We compared the exact D2D wire-
length (WL), the total number of HBTs, and runtime of
each case with the baselines in Table II. The wirelength
is evaluated using the provided official evaluator from the
benchmark suites. For a fair comparison, we acquired their
binary executable files and evaluated the end-to-end runtime
of the baselines on our machine using their default settings.

It worths mentioning that the ICCAD 2022 Contest [15]
evaluates WL as the final score. Hence, the contestants only
target at optimizing WL and may not consider HBT costs
explicitly. However, realistic requirements often expect to limit
the HBT usage as well. Our framework explicitly considers
the cutsize optimization as a secondary goal in the objective
function in Definition 5 to find a “proper” cutsize, as simply
reducing cutsize may also degrade the performance [54].

As illustrated in Table II, our analytical 3-D placement
framework consistently obtained the best-WL results for all
the cases, demonstrating the significant advantage of our
3-D placement paradigm with the dedicated bistratal wire-
length model. Compared to the top-3 teams, our placer
achieved 4.1%, 5.7%, and 7.2% shorter wirelength on average,
respectively.

Thanks to the global optimization view of our 3-D analytical
approach, our placer utilized fewer HBTs and achieved better
wirelength. Our framework reduced 52.3%, 21.1%, 2.0%
number of HBTs on average compared to the top-3 contest
winners. Our framework achieved up to 49.2% HBT number
reduction than the first place on the large cases, making our
framework more competitive to reduce the HBT fabrication
cost for large designs in real scenarios. Leveraging the com-
putation power of modern GPUs, our placer demonstrates
better-runtime scalability than the baselines, achieving 4.300×
and 5.320× speedup over the first place and the second place
for end-to-end placement, and achieving up to 2.925× speedup
over the third place on the large cases.

We also compared our proposed framework with the
SOTA analytical 3-D placer [14] on the same ICCAD 2022
benchmarks [15]. Chen et al. [14] proposed an MTWA
wirelength model based on 3-D HPWL in Definition 1,
considering heterogeneous technologies with a weight factor
α that correlates positively with net degrees. They aimed
to guide the optimizer to split more low-degree nets for
wirelength reduction, which resulted in notable improvements
compared to the first-place winner. However, their wirelength
model in 3-D analytical placement is still inaccurate and thus
requires an additional 2-D placement to refine node locations.
Moreover, MTWA [14] is not directly partitioning-aware. The
experimental results in Table II show that we achieve up to
3.4% wirelength improvement and 2.1% on average compared
to [14]. Remarkably, we are confident enough of our placement
framework in numerical optimization, and thus do not require
a 2-D placement to further refine node locations after 3-D
placement. In addition, we require 25% fewer HBTs and can
efficiently accomplish the placement task with GPU resources.
In modern VLSI design, the performance on large cases
is most critical. We considered two large cases containing
more than 220K standard cells in the ICCAD 2022 Contest
benchmark suites [15]. As shown in Table II, we signifi-
cantly outperform the baseline by 1.8% and 2.5% wirelength
improvement on the largest two cases case4 and case4h,
respectively, with more than 8× runtime acceleration, proving
the scalability of our framework.

C. 3-D Global Placement Analysis

Our 3-D analytical placement framework enables the
simultaneous node partitioning and placement in the global
placement stage, forming a larger solution space than previous
separate partitioning and placement works [6], [7], [21], [22].
Unlike previous 3-D analytical placer [13] targets on multiple
tiers and leverages subsequent 2-D placement to refine the
placement solution, our framework assigns the nodes to exact
two dies and place them in a single run. Our 3-D global
placement is visualized in Fig. 5.

In Fig. 5, fillers, nodes on the top die, and nodes on the
bottom die are denoted by gray, brown, and blue rectangles,
respectively. The node depth is omitted for better visualiza-
tion. All standard cells are randomly initialized around the
center point of the design from a normal distribution, shown
in Fig. 5(a). Note that fillers are already inserted according
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TABLE II
EXPERIMENTAL RESULTS ON THE ICCAD 2022 CONTEST BENCHMARKS [15] COMPARED TO THE TOP-3 WINNERS AND THE SOTA ANALYTICAL 3-D
PLACER [14]. WL INDICATES THE exact D2D WIRELENGTH EVALUATED BY THE PROVIDED OFFICIAL EVALUATOR. HBTs REPRESENTS THE CUT SIZE,

I.E., THE TOTAL NUMBER OF HYBRID BONDING TERMINALS. RT (S) STANDS FOR THE TOTAL RUNTIME

(a) (b)

(c) (d)

Fig. 5. 3-D global placement on case2 with heterogeneous technologies.
Fillers, nodes on the top die, and nodes on the bottom die are denoted by
gray, brown, and blue rectangles, respectively. Node depth is omitted for
better visualization. Nodes are initialized at the center point, and the fillers
are randomly distributed on the two dies as shown in (a). The 3-D density
force combined with the wirelength force progressively drive all the nodes
to the specific die, leading to a placement solution with almost perfect node
partition as shown in (d). (a) Iteration 0, WL 4.20×105, cut size 1487, and
overflow 0.96. (b) Iteration 800, WL 5.73×105, cut size 60, and overflow
0.91. (c) Iteration 1200, WL 1.48×106, cut size 652, and overflow 0.47.
(d) Iteration 1769, WL 1.71×106, cut size 646, and overflow 0.07.

to the given utilization requirements and uniformly initialized
on two dies. During the 3-D global placement, the optimizer
tends to move nodes according to the gradients of wirelength
(including cutsize with weight α) and density. The tentative
partition δ is updated at every intermediate iteration of global
placement, shown in Fig. 5(a) and (c), until the convergence is
detected. At last, the placer will find a 3-D placement solution
with optimized wirelength, shown in Fig. 5(d). When the
convergence is attained, most standard cells ci with coordinate
zi satisfying |(2zi/zmax) − δi| < ε for a sufficiently small
positive number ε > 0, implying that our framework is
confident enough to partition every standard cell. The 3-D
global placement produces a solution with overflow 0.07,
shown in Fig. 5(d), therefore we apply the tentative partition
at the 1769th iteration as the final partition δ and proceed to
the later steps, including legalization and detailed placement.

(a) (b)

(c) (d)

Fig. 6. (a) Placement results of case2 using our proposed method.
(b) Illustrates how hybrid bonding terminals are placed to connect cells on
different dies. (c) and (d) plot the top die placement and the bottom die
placement, respectively.

In addition to the convergence visualization of our 3-D
global placement in Fig. 5, we also plot the 2-D placement of
two dies in Fig. 6, together with the hybrid bonding terminals.
As shown in Fig. 6(b), our HBT placement is sparse after
legalization and detailed placement.

D. Ablation Studies on Wirelength Models

We evaluated the effectiveness of our proposed bistratal
wirelength model by using different wirelength models in our
framework on the ICCAD 2022 Contest Benchmarks [15]. The
detailed experimental results are shown in Table III.

Plain HPWL stands for the conventional HPWL model
W̃e defined in Definition 4. It is integrated in 3-D HPWL
adopted in many previous analytical placers [13], [31], [32],
[34]. This wirelength model is very classical and has been
proved to be effective in analytical 3-D placement. Notably,
the gradients of differentiable approximations to W̃e w.r.t. z
only focus on optimization on cutsize. Hence, it achieves
the best results of cutsize, with only 55.5% HBTs of ours,
shown in Table III. However, the wirelength reported by the
evaluator is 16.9% larger than ours, as plain HPWL model
could not comprehend the impact of partitioning on the exact

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on May 22,2024 at 03:33:24 UTC from IEEE Xplore.  Restrictions apply. 



LIAO et al.: ANALYTICAL DIE-TO-DIE 3-D PLACEMENT 1635

TABLE III
RESULTS OF ABLATION STUDY ON THE ICCAD 2022 CONTEST BENCHMARKS [15] USING DIFFERENT WIRELENGTH MODELS WITH THE SAME

EXPERIMENTAL SETTINGS. WL INDICATES THE exact D2D WIRELENGTH EVALUATED BY THE PROVIDED OFFICIAL EVALUATOR. HBTs REPRESENTS

THE CUT SIZE, I.E., THE TOTAL NUMBER OF HYBRID BONDING TERMINALS. BIHPWL IS THE BISTRATAL WIRELENGTH EQUIPPED WITH ADAPTIVE

PLANAR GRADIENT IN DEFINITION 6. FDA INDICATES FDA OF DEPTH GRADIENTS IN DEFINITION 7

D2D wirelength. We now validate the effectiveness of the
adaptive planar gradient defined in Definition 6 and the FDA
of depth gradients in Definition 7.

BiHPWL in the second main column of Table III represents
the bistratal wirelength in Definition 5 equipped with the
adaptive planar gradient. “BiHPWL model without FDA” is
equivalent to “plain HPWL with adaptive planar gradient”
in terms of gradient computation. As shown in Table III,
the BiHPWL model without FDA achieves 3.5% wirelength
improvements on average with little degradation of cutsize,
compared to plain HPWL. It is intuitively rational as the
adaptive planar gradient tries to figure out when the plain
HPWL is inaccurate compared to the exact D2D wirelength
and switches a different strategy accordingly. However, it is
still far inferior to the results with FDA, as the adaptive planar
gradient in Definition 6 focuses on optimizations of planar
coordinates x, y without comprehension of partitioning.

In the third main column of Table III, the plain HPWL
is equipped with FDA, which means that we use W̃e to
replace We,Bi in Definition 7. However, the plain HPWL W̃e

is irrelevant to z and thus insensitive to different partitioning.
Therefore, nonzero gradients occur only because of changes
of node attributes given heterogeneous technologies, resulting
in less than 3% wirelength improvements with significant
cutsize degradation. By contrast, BiHPWL is evidently sensi-
tive to partitioning, leading to 13.4% wirelength improvement
when FDA is enabled, as shown in the last main column
in Table III. Note that we utilize much more resources of ver-
tical interconnects to optimize wirelength versus plain HPWL,
fully taking advantage of the benefits of F2F-bonded 3-D
ICs. Meanwhile, our framework still significantly outperforms
the first-place winner on cutsize, preserving advantages on
wirelength.

E. Runtime Breakdown

Fig. 7 plots the runtime breakdown on case4h for our 3-D
analytical placement framework. The GPU-accelerated 3-D
global placement takes 82.59% of the total runtime, while the
GPU-accelerated detailed placement takes 15.07%.

Similar to [39], the density and its gradients are computed
with a GPU-accelerated implementation of 3-D FFT in the
3-D global placement. Given the ultrafast density computa-
tion, we set the number of bins Nz = 32 by default for

Fig. 7. Runtime breakdown of our proposed analytical 3-D placement
framework on the ICCAD 2022 contest benchmark case4h [15]. Our global
placement and detailed placement are both GPU-accelerated.

all nontrivial cases in [15] so that the discrete grids can
model the 3-D electric field more precisely and thus produce
better results. The proposed bistratal wirelength model is also
implemented based on weighted-average [31], [32] with GPU-
acceleration techniques in [39]. The computation of wirelength
and density with their gradients take up the main part of
runtime in global placement. It is worth mentioning that
we can achieve 9.807× and 7.506× runtime speedup for
the largest two designs case4 and case4h over the first-
place winner, demonstrating that our placement framework is
scalable.

VII. CONCLUSION

This article proposes a new analytical 3-D placement
framework for F2F bonded 3-D ICs with heterogeneous
technologies, incorporating a novel bistratal wirelength model.
The proposed framework leverages high-performance GPU-
accelerated implementations of both the wirelength model
and the electrostatic-based density model. The experimental
results on ICCAD 2022 Contest benchmarks demonstrate that
our framework significantly surpass the first-place winner and
the SOTA analytical 3-D placer by 4.1% and 2.1% on wire-
length, respectively, with much fewer vertical interconnections
and conspicuous acceleration. The 3-D placement framework
accomplishes partitioning and placement in a single run,
proving that true 3-D analytical placement can effectively
handle partitioning with respect to wirelength optimization for
F2F-bonded 3-D ICs and thus inspire more explorations and
studies on 3-D analytical placement algorithms.
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