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ABSTRACT
As the scale of integrated circuits keeps increasing, it is witnessed
that there is a surge in the research of electronic design automation
(EDA) to make the technology node scaling happen. Graph is of
great significance in the technology evolution since it is one of the
most natural ways of abstraction to many fundamental objects in
EDA problems like netlist and layout, and hence many EDA prob-
lems are essentially graph problems. Traditional approaches for
solving these problems are mostly based on analytical solutions or
heuristic algorithms, which require substantial efforts in designing
and tuning. With the emergence of the learning techniques, dealing
with graph problems with machine learning or deep learning has
become a potential way to further improve the quality of solutions.
In this paper, we discuss a set of key techniques for conducting ma-
chine learning on graphs. Particularly, a few challenges in applying
graph learning to EDA applications are highlighted. Furthermore,
two case studies are presented to demonstrate the potential of graph
learning on EDA applications.
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1 INTRODUCTION
Modern electronic design automation (EDA) flow is constituted by
multiple stages. On each step, dedicated optimization is performed
to achieve desired quality of results (QoR). As the integration keeps
increasing, more and more design constraints are imposed and lead
to performance bottleneck and severe runtime overhead. Various
optimization techniques have been proposed to improve or renovate
the existing methodologies in EDA flow.

Graph is one of the core subjects in enormous EDA problems
and optimization algorithms. It is a mathematical structure that
models pairwise relationships among different items, which makes
it a natural and powerful representation for many fundamental
objects in EDA applications, such as Boolean functions, netlists and
layout. Over the past few decades, a lot of problems are investigated
by leveraging graph abstraction and a rich set of elegant graph al-
gorithms are developed to solve these problems [1–7]. It can be
observed that graph algorithms can assist the problem-solving of
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Figure 1: (a) A circuit; (b) The graph representation.

EDA in a few ways. Firstly, since a problem is abstracted into a
graph representation, numerous well-known graph algorithms can
be directly applied or slightly modified to form a solution. However,
it may be still non-trivial to develop an effective approach for those
complicated problems after being modeled with graphs. Besides,
mathematical programming is another useful approach to utilize.
By defining an objective function and a set of constraints over the
constructed graph, mathematical optimization methodologies can
be applied to derive a solution, in which certain highly optimized
software and libraries can be of great help. It is commonly seen
many problems are tackled with integer linear programming (ILP)
[5, 6, 8], linear programming [9, 10], etc. However, given the fact
that many EDA problems are NP-hard and problem sizes are usu-
ally very large, the efficiency will be a major concern. Heuristic
algorithms or approximation algorithms over graphs have been
intensively developed to achieve a balance between performance
and efficiency [11, 12].

As traditional optimization becomes more and more sophisti-
cated, data-driven learning techniques have drawn much attention
in hardware design automation. Classical machine learning tech-
niques require manual extraction of the features which are fed into
a downstream learning model for training, and several such at-
tempts have been made in EDA applications [13–17]. Deep learning
has demonstrated that feature representation can be automatically
learned in the presence of a large amount of data, which achieves
noticeable performance gain in EDA area [18–21]. However, a few
issues may emerge when it comes to graphs. On one hand, ap-
plying classical machine learning approaches on graphs relies on
non-trivial heuristics for feature extraction to encode structural
information, which consumes lots of endeavors to achieve desired
performance. On the other hand, it is not straightforward to trans-
fer conventional grid-based operations (e.g., convolution, pooling,
etc.) in deep neural networks to tackle irregular structured data like
graphs. Recently, many approaches have emerged in graph learn-
ing research covering a wide range of sub-fields, including node
classification [22–24], graph generation [25–27], model robustness
[28], etc. Inspired by such recent progress in graph learning, there
are also a few attempts trying to apply graph learning techniques
to solve certain problems in EDA [29], which demonstrate the great
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Figure 2: Examples of routing graphs. (a) Channel model; (b)
Channel graph; (c) Grid model; (d) Grid graph.

potential of graph-based learning methods on overcoming perfor-
mance bottleneck in the existing design flow and push forward the
advance in the industry.

In this paper, a number of general graph-based learning tech-
niques are briefly introduced. Particularly, several special properties
that are critical in circuits design are highlighted, including hyper-
graph, graph heterogeneity and scalability. Then we focus on ap-
plying graph-based learning techniques to assist EDA applications.
Two case studies of graph learning in EDA are presented, includ-
ing testability analysis for design-for-testing and timing model
selection in a netlist.

The rest of this paper is organized as follows. Section 2 reviews
a set of graph-based problems and widely used graph algorithms
in the EDA field. Section 3 introduces some fundamental idea of
graph learning and some conventional graph learning algorithms.
Section 4 presents two case studies and Section 5 concludes the
paper.

2 TRADITIONAL GRAPH-BASED
METHODOLOGIES IN EDA APPLICATIONS

Graph model is widely leveraged in a wide range of applications in
the modern design flow, which can greatly simplify the problem
formulation and algorithm analysis. On top of that, many problems
in typical EDA flow can be addressed effectively, e.g., technology
mapping [1, 30, 31], testability analysis [2], circuit partitioning
[3, 32], placement [4, 33], etc. The most intuitive modeling for a
circuit is a graph whose nodes represent gates and edges represent
wires, as shown in Figure 1. In addition, different ways of graph
construction may be applied based on different characteristics in
applications. In logical verification, a Boolean function is modeled
with a rooted, directed graph [34]. Global routing leverages graph
to capture the adjacencies and capacities of the routing region, in
which channel graph model [35] (Figure 2(a) – Figure 2(b)) and
grid graph model are applied [8, 36] (Figure 2(c) – Figure 2(d)). In
detailed routing, horizontal and vertical constraint graphs are used
to model the relative positions of different nets in a channel routing
instance [37]. In the post-layout stage, graph representation is still
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Figure 3: An example of decomposition graph in layout de-
composition problem. (a) Layout pattern; (b) Decomposition
graph; (c) Decomposition graph with stitch edge.

a powerful method. Layout decomposition is a challenging problem
when using multiple patterning lithography for manufacturing in
advanced technology nodes. The problem can be modeled using a
conflict graph and a stitch graph [5, 6, 38–40], as shown in Figure 3.

Since many problems can be modeled as graphs, a convenient
way to solve these problems is to apply graph algorithms directly.
For example, critical path extraction can be transformed into find-
ing the longest path in a weighted and directed graph, which can be
solved based on Bellman-Ford algorithm [41, 42]. The construction
of a power network with a minimum wirelength can be modeled as
a minimum tree construction (MST) problem [42]. Other widely ap-
plied graph algorithms in EDA include network flow for placement
[9, 10], graph partitioning [32], graph coloring for layout decom-
position [5, 6, 12, 39, 43, 44], etc. Besides, many NP-complete and
NP-hard problems are prevalent in EDA field. Considering the scale
of the problem is huge in modern designs, it is difficult to derive an
optimal solution for these problems. Therefore, heuristic algorithms
are also commonly applied, which empirically yield good solutions.
Previous studies have shown that heuristic algorithms can achieve
high quality results efficiently in floorplanning [45, 46] and layout
decomposition [12, 47, 48]. In addition, mathematical optimization
is another category of approach which optimizes the value of an
objective function and subject to a set of constraints. It is also used
intensively to solve graph problems in EDA applications. For exam-
ple, integer linear programming (ILP) is used for solving a variety
of problems such as routing [49], layout decomposition [6, 50], etc.

Apart from traditional analytical or heuristic algorithms, a few
attempts have exploited machine learning techniques to tackle
graph-based problems. Most of these approaches utilized classical
machine learning models which are “shallow” learning in contrast
to conventional deep neural networks.

Samanta et al. [51] performed wire and buffer sizing based on
support vector regression (SVR) to minimize variation on non-tree
clock networks. In [52], a machine learning approach is proposed
to model wire delay and slew based on the timing graph, which
utilizes a set of classical analytical values extracted from the timing
graph as features for regression to obtain the wire delay/slew. A
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Figure 4: Graph neural networkwith k layers for embedding
generation. Obtained embedding is fed to downstream tasks.

Gaussian Process Regression-based active learning flow is proposed
for high performance adder design space exploration based on prefix
graph representation [16]. A timing failure prediction technique is
proposed in [53] given the information of netlist, timing constraints,
and floorplan. In place-and-route (P&R) stage, routability is a critical
issue and has large impact on the final quality. Some previous works
investigate routability estimation with a particular routing graph
model based on manually extracted features. Qi et al. [54] and Zhou
et al. [55] applied multivariate adaptive regression splines (MARS)
to detailed routing congestion estimation. Pui et al. [17] proposed
a hierarchical hybrid model for congestion estimation in FPGA
placement, which consists of linear regression and support vector
regression.

3 GRAPH REPRESENTATIONWITH DEEP
LEARNING METHODOLOGIES

The main challenge of conducting learning algorithms on graphs is
how to encoding structural information of graphs, which have been
intensively investigated in the machine learning community. In
this section, we introduce a bunch of graph representation methods
based on neural networks, and highlight some challenges on how
to apply to EDA applications.

3.1 Graph Learning with Neural Networks
Graph-based learning is a new approach to machine learning with
a wide range of applications [56]. Before performing a certain task,
representation of node or graph should be obtained first, which
is known as embedding and can be fed to downstream models, as
shown in Figure 4.

The blossoms of deep learning in various disciplines have pro-
moted the application of neural networks in graph learning. Typi-
cally, neural networks expertise in extracting latent representations
from Euclidean data, such as an image (a grid of pixel) or a text (a
sequence of letters). While a graph lies in non-Euclidean domain,
which could be quite irregular. Therefore, it is natural and necessary
to extend deep learning approaches to graph data.

The seminal works of graph neural network (GNN) are mostly
inspired by recurrent neural networks, where nodes recurrently
exchange information with adjacent nodes until a stable state is
reached. Formally, the hidden state of a node v is updated recur-
rently as following:

h(t+1)v =
∑

u ∈Nv

f (h(t )u ,xu ,xv ,xuv ), (1)

where htv is the hidden state of node v at time step t , Nv the set
of adjacent vertices of v , xv the feature of node v , xuv the feature
of edge uv , and f the parametric function for local state transi-
tion, which should be carefully design (specifically, a contraction
map [57]) to ensure convergence. Despite the conceptual signifi-
cance, public interest towards recurrent GNNs was limited due to
the restricted expressive power of a contractive operation and the
heavy computational burden to reach its equilibrium.

Given the drawbacks of recurrent GNNs, the emergence of Graph
Convolutional Networks (GCNs) is no surprise. Taxonomically,
GCNs fall into two categories, viz., spectral-based and spatial-based,
with the former based on graph spectral analysis, while the latter
inherits the paradigm of message passing from recurrent GNNs.
We introduce the two approaches in the following paragraphs.

Graph convolution is defined [58] on Fourier domain in the spec-
tral approaches, where the eigen-decomposition of graph Lapla-
cian is computed. Specifically, graph Laplacian is defined as L =
I −D−

1
2AD

1
2 = VΛV⊤, where I is the identity matrix, D andA are

degree matrix and adjacent matrix of the graph, respectively. Let
дθ : R→ R be a filter defined on graph spectrum Λ and f : V → R
be features of nodes, graph convolution is given by:

дθ ∗ f = V (дθ (Λ) ⊙ V
⊤ f ), (2)

which respects the Convolution Theorem. Equivalently, we write
д = diag(дθ (Λ)) and a convolutional layer with multiple (fl ) chan-
nels is defined by:

H (l+1) = σ (

fl∑
i=1

V (дiV⊤H (l ))), (3)

where H (l ) is the output of previous convolutional layer with
H (0) := X the collection of node features, дi the i-th trainable
filter, and σ (·) a nonlinear activation function. Note that the filters
in spectral domain may not be localized, which could be alleviated
with some smoothing techniques [58]. Further, the computation
complexity of this line of methods is reduced through approxima-
tion and simplification [22, 59].
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(b)

Figure 5: An illustration to compute the embedding for a
node with l = 2. (a) Graph; (b) Procedure to compute the
embedding for node 1.
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Spatial-based graph convolutions are defined based on the spa-
tial relationship of nodes, where information is propagated and
aggregated in a message passing scheme.

A representative work is GraphSAGE [23], which can generate
node embedding by leveraging node feature information from the
neighborhood. The fundamental procedure consists of two steps,
i.e., aggregation and encoding, which can be formulated as:

h(l )
N(v) ← AGGREGATEl ({h

(l−1)
u ,∀u ∈ N(v)}), (4)

h(l )v ← σ (W (l ) · h(l )
N(v)), (5)

whereAGGREGATEl in Equation (4) is the aggregation function ap-
plied to nodev and its neighborhoodN(v). Equation (5) is encoding
operation consisting of an embedding projection and a non-linear
activation. An example illustrating a 2-layer network for generating
the embedding for node 1 is depicted in Figure 5, with encoding di-
mensions in l1 and l2 ared1 andd2, respectively. Specifically, if mean
function is selected as the aggregation function, the aggregation in
layer l is equivalent to Equation (6).

H (l )
N(v) = A ·H (l−1)

=

1 2 3 4 5



1 1 w1 w1 w1 0
2 w2 1 0 0 w1
3 w2 0 1 0 0
4 w2 0 0 1 0
5 0 w2 0 0 1

×





h(l−1)1

h(l−1)2

h(l−1)3

h(l−1)4

h(l−1)5

, (6)

whereA is the adjacency matrix of the graph, andH (l ) contains the
embeddings for every node in the graph, w1 and w2 are weights
for input edges and output edges, respectively. Then the two-step
process can be calculated with matrix calculation:

H (l ) = σ ((A ·H (l−1)) ·W (l )). (7)

Note that random walk is often introduced as a sampling technique.
For more representative work, see [60–62]. We refer readers to [57]
for a more comprehensive survey of graph learning.

3.2 Challenges in EDA Applications
3.2.1 Scalability. Unlike conventional graph learning tasks, graph
learning for EDA problems is prone to runtime overhead consider-
ing that the scale of circuits keeps soaring. Similar to conventional
CNNs, the most time-consuming process in the computation of a
GCN is the embedding generation. To tackle the issue of scalability,
several attempts have been made for efficient graph representation
learning. In [63], a forward computation method with personalized
PageRank is investigated to incorporate neighborhood features
without aggregation procedure. Besides, it is pointed out that the
inefficiency might be caused by duplicated computation under the
GraphSAGE-like framework [64]. To address this, PinSAGE [64] is
proposed to select important neighbors by random walk instead of
aggregating all the neighbors, and a MapReduce pipeline is lever-
aged for maximizing the inference throughput of a trained model.

Recently, GraphZoom [65] is proposed for improving both accu-
racy and scalability of unsupervised graph embedding algorithms,
which is a multi-level spectral framework. In addition to designing
specific algorithms and models, there are also a few third-party
libraries like DGL [66] for users to make the network scalable.

3.2.2 Hypergraph. Another significant distinction is that hyper-
graph is commonly applied in EDA applications. Different from a
regular edge that connects exactly two vertices, a hyperedge may
connect more than two vertices. The basic idea to extend GCN to
handle hypergraphs is approximating the structural information
indicated by a hyperedge with normal edges. One way to perform
convolution on hypergraph is proposed in [67], which can be writ-
ten as:

H (l+1) = σ (D−1/2QWB−1Q⊤D−1/2H (l )P), (8)
where D,B are the degree matrices of the vertex and hyperedges,
respectively, P andW are trainable weights andQ is the incidence
matrix of the hypergraph. Intuitively, Equation (8) works through
clique expansion [67] which is one of the widely used methods to
handle hyperedge by replacing it of size k with a k-clique. There are
also a few variations of clique expansion such as attention-based
clique expansion [68], which assigns different weights to generate
normal edges by an attention mechanism. However, performing
clique expansion on hyperedge of size k requires a complexity of
O(k!) in terms of the number of edges.

In order to reduce the complexity and improve the efficiency, the
transformation procedure can be reduced by selection. Specifically,
a few normal edges are selected in the edge set generated by clique
expansion instead of keeping all the edges. The selection criteria is
based on the assumption that nodes in the same hyperedge share
similar features. Intuitively, an edge can be omitted if the repre-
sentations of two nodes are already similar during training, while
those nodes with relatively distinct representations should remain
connected. Therefore, one criterion is proposed in [69], which is to
select node pairs connected by the same hyperedge with maximal
feature difference. The procedure can be formulated as:

(i, j) = arg max
i , j ∈e

| |(hi − hj )| |2. (9)

where hi ,hj are the features of node i and node j, respectively. By
connecting (i, j) and {(i,u), (j,u) : u ∈ Se } where u ∈ Se is also
called “mediator", the complexity can be reduced to O(k). To do so,
the graph structure changes dynamically during training since the
node representations are going to be updated. [70] also proposes a
fast selection criteria which uses the input feature of each node to
compare the difference and selects the edges at the beginning such
that the graph structure is fixed regardless of potential change on
node representations during training, which requires a constant
number of edges for approximation.

3.2.3 Heterogeneous Graphs. Most of the existing works on graph
representation focus on homogeneous graphs, in which all ver-
tices are of the same type and all edges only represent one kind of
relation. However, graphs in EDA can be constructed in a heteroge-
neous manner, in which there may exist different types of nodes
and edges. For example, in the multiple patterning lithography
problem, a typical graph contains two types of edges: stitch edge
and conflict edge, as shown in Figure 3(c). A conflict edge implies
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the connected nodes tend to be assigned different colors, while a
stitch edge implies the connected nodes should have the same color.
To address the issue of heterogeneity, several methodologies have
been proposed based on the fundamental knowledge of learning
on homogeneous graphs. The main difference lies in the selection
of neighborhood in the feature aggregation step.

Considering there are multiple types of nodes in heterogeneous
graphs, feature aggregation will naturally involve aggregating with
the same node type and with different node types. Zhang et al. pro-
posed HetGNN [71] to capture both structure and content hetero-
geneity in heterogeneous graphs. Aggregating the nodes with the
same type in the neighborhood is done as :

e(k+1)v =

∑
u ∈Nt (v) F(h

(k)
u )

|Nt (v)|
, (10)

where Nt (v) is the neighborhood of node v with the same type
t . F(·) is a user-defined transformation function, e.g., Bi-LSTM is
used in [71] and linear transformation is applied in [62]. Therefore,
there are in total |OV | embedding in the graph, where OV is the
set of all the node types in a graph. Then, embedding of different
types are combined through an attention mechanism as follows

h(k+1)v =
∑
t ∈OV

αte
(k+1)
v , (11)

where αt denotes the importance of node type t to node v .
Apart from node heterogeneity, there could also be multiple

types of edges in a graph, which denote different relationships
between items. In [72], a relational graph convolutional network
(R-GCN) is proposed to deal with different types of relations (edges)
in a graph. Essentially, a forward computation of a node in R-GCN
is performed as

h(l+1)i = σ
©­«
∑
r ∈R

∑
j ∈Nr

i

1
ci ,r

W (l )r h(l )j +W
(l )
0 h(l )i

ª®¬ , (12)

where Nr
i denotes the set of neighbor indices of node i under

relation r ∈ R. 1
ci ,r is a normalized constant which can be pre-

determined or learned, according to [72].
Besides feature aggregation by node type and edge type, Wang

et al. proposed HetGAN [73] and used the concept of meta-path
to select neighbors, where meta-path indicates composite relation
and is able to represent some semantic relationship, e.g., Author-
Paper-Author is one kind of meta-path in an academic graph and
represents a co-author relationship. HetGAN uses node-level at-
tention and semantic-level (meta-path level) attention to learn the
importance of each node and each meta-path, respectively.

zΦi = σ (
∑
j ∈NΦ

i

αΦi j · hj ), (13)

where zΦi is the embedding of node i for meta-path Φ. NΦ
i denotes

the meta-path based neighbors of node i . αΦi j is weight coefficient
which is calculated through attention mechanism. Feature aggre-
gation via Equation (13) is based on single meta-path, which is
semantic-specific and able to capture a particular kind of semantic
information. To combine different semantic information reflected
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Figure 6: Example of the test point insertion: (a) TPI with
AND/OR gate; (b) TPI with a multiplexer.

by different meta-paths, the importance of each semantic specific
embedding should be identified, which is calculated as:

wΦi =
1
|V|

∑
i ∈V

q⊤ · tanh
(
W · zΦi + b

)
, (14)

which essentially is a non-linear transformation with an attention
vector q. Then, the importance coefficient is normalized by softmax
function. One limitation of HetGAN is that the meta-path should
be pre-defined manually, which might not be able to capture all
meaningful meta-paths. Yun et al. proposed Graph Transformer
Networks (GTN) [74], in which meta-path is represented by matrix
multiplication of soft adjacency matrices.

4 CASE STUDIES
In this section, we present two case studies on applying graph
learning into EDA applications, including test point insertion and
timing model selection.

4.1 Test Point Insertion
4.1.1 Problem Background. Built-in self test (BIST) is an important
technique in design-for-testing, whose purpose is to design addi-
tional features into integrated circuits to allow them to perform
self-testing such that the controllability and the observability can be
improved. Test point insertion (TPI) is a broadly used approach that
involves adding extra control points (CPs) or observation points
(OPs) to the circuit. CPs can be used for setting signal lines to
desired logic values, while OPs are added as scan cells to make
a node observable. An example demonstrating two kinds of in-
sertion is given in Figure 6. In this case study, GCN is applied to
performs observation points insertion in a given netlist to improve
the observability of a design. Essentially, it can be cast as a binary
classification problem which is to determine whether an observa-
tion point should be added on the output port or not for each gate
in the design. A comprehensive study is in [29].

Table 1: Statistics of test point insertion benchmarks

Design Bench1 Bench2 Bench3 Bench4

#Nodes 1384264 1456453 1416382 1397586
#Edges 2102622 2182639 2137364 2124516
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Figure 7: Accuracy comparisonwith classicalmachine learn-
ing algorithms.

4.1.2 Implementation Details. SCOAP [75] is leveraged to set ini-
tial features for each node, which is a classical quantitative heuristic
measurement for testability evaluation. Specifically, each node is
associated with a four-dimensional vector [LL,C0,C1,O]. LL rep-
resents the logic level of the corresponding gate. [C0,C1,O] corre-
spond to controllability-0, controllability-1 and observability, re-
spectively, which are calculated with SCOAP method.

In order to demonstrate the superiority of the GCN model, we
compare the classification accuracy between GCN and another
four classical learning models, including logistic regression (LR),
random forest (RF), support vector machine (SVM) and multi-layer
perceptron (MLP). Since classical machine learning models require
handcrafted features extracted from a graph, neighborhood features
aremanually integrated by collecting the features of the nodes in the
fan-in cone and fan-out cone. 500 nodes in fan-in cone and 500 nodes
in fan-out cone are collected using breadth-first-search. Every time a
node is visited, the feature of this node is concatenated to the current
feature vector. The node embedding generation is conducted similar
to GraphSAGE, consisting of three aggregation layers and three
encoding layers whose dimensions are 32, 64 and 128, respectively.
The classification is performed with a set of fully-connected layers
whose dimensions are 64, 64, 128 and 2. Four industrial benchmarks
(Bench1 – Bench4) are used in the experiments, whose statistics
are shown in Table 1. It can be seen that the sizes of graphs are all
in million scale. To preserve the evaluation principle of a machine
learning model, each time three designs are used for training and
the remaining one is used for testing. The accuracy comparison is
presented in Figure 7. GCN achieves significantly higher accuracy
than all other classical machine learning models on average for all
test designs.

Data visualization can facilitate us to justify whether the rep-
resentation of a node is discriminative or not. Furthermore, we
visualize different node embedding generated with different net-
work depth, which denotes the representation after integrating
features of the nodes in 1-hop neighborhood, 2-hop neighborhood
and 3-hop neighborhood, respectively. In this experiment, we visu-
alize the feature representation obtained from different encoders
using t-SNE [76] for 1000 nodes, including 500 positive nodes and
500 negative nodes, as shown in Figure 8. It can be observed that
the representations obtained for positive class and negative class
become more discriminative as search depth increases.

4.2 Timing Model Selection
4.2.1 ProblemBackground. Gate sizing is a commonly usedmethod
to optimize the timing of a circuit, which is an intermediate step
to resize instances. In modern design flow, different nets require
different models for delay calculation, such as wire delay model and
buffer delay model with various parameters, to achieve accurate
outputs, shown as Figure 9. Conventional gate sizing flow suffers
from the inaccurate selection of delay model for each net in the
circuit, which relies on heuristics and is usually conservative. In
this case study, our goal is to train a classification model such that
the selection can be more accurate than heuristics.

Table 2: Statistics of timing model selection benchmarks

Design #Nodes #Edges #POS #NEG

D1 49559 109118 2961 46598
D2 46548 105534 2168 44380
D3 45986 95423 2783 43203
D4 41943 90992 1808 40135

4.2.2 Experiment Details. A netlist is represented as directed graph
G(V,E). Each node v ∈ V represents a driver node and each edge
e ∈ E represents the connection between two nodes. The dataset
consists of four 7nm designs. An initial attribute feature vector with
a dimension of 14 is supplied to each driver node, including fan-
out number, instance location, sensitivity, slew, arrival time, slack,
capacitance and resistances of net and sink, and delays of net and
arc. Labels of nodes are generated by comparing and analyzing the
netlists before and after the global optimization step in an industrial
tool. Statistic of designs are summarized in Table 2. #POS and #NEG
represent the number of nets using buffer delay model and wire RC
delay model, respectively.

Given the dataset, a GCN can be trained based on theGraphSAGE-
like framework [23]. A single GCN is trained for this task, which
contains two steps of aggregation-encoding process and a fully
connected layer with hidden dimension of 64. Similar to many clas-
sification problems in EDA applications, data imbalance is a severe
issue. To resolve that, a two-stage GCN is leveraged which is similar
to [29], and both models share the same structure. After the first
GCN model is trained, the parameters of the first model are fixed
and the second one starts to be trained, which is initialized by the
parameters obtained from the first stage.

Table 3 shows the results of numerical sizing baseline, single-
stage GCN and two-stage GCN. In every round of train-and-test,
we select one design as the testing dataset, while the other three
designs are split into training and validating dataset. The results
show that the two-stage GCN achieves the highest F1-score among
the three methods, which demonstrates the effectiveness of the
GCN approach.

5 CONCLUSION
In this paper, we discussed a few key techniques of extending
deep learning approaches to handle irregular structure data and
highlight several challenges that are commonly encountered in
EDA applications. Two case studies on timing model selection and
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Figure 8: Visualization of node embedding with different search depth L. (a) L=1; (b) L=2; (c) L=3.
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Figure 9: Example of timing model selection. (a) Wire RC
delay model; (b) Buffer delay model.

Table 3: Results on the benchmarks

Design Model F1-score Precision Recall

D1
Baseline 0.502 0.597 0.433
GCN 0.561 0.466 0.706
GCN-2 0.581 0.523 0.652

D2
Baseline 0.529 0.528 0.530
GCN 0.462 0.326 0.791
GCN-2 0.574 0.532 0.623

D3
Baseline 0.527 0.660 0.438
GCN 0.526 0.396 0.782
GCN-2 0.538 0.437 0.699

D4
Baseline 0.549 0.542 0.556
GCN 0.497 0.364 0.785
GCN-2 0.556 0.454 0.715

Average
Baseline 0.527 0.582 0.490
GCN 0.511 0.388 0.766
GCN-2 0.565 0.493 0.669

test point insertion demonstrated the promising functionalities of
graph learning in the circuits design domain.

Despite that significant improvements have been achieved, there
are still lots of mysteries to be uncovered. For example, paths in
a graph can reveal important properties of a graph (e.g., critical
paths in a circuit), which is distinct from current developments

based on neighborhood aggregating. Dealing with paths in graph
with learning techniques may potentially broaden the availability
of graph learning in the EDA domain. In addition, conventional
learning algorithms focused on classification or regression tasks
which typically cannot yield the final solution to a combinatorial
optimization problem directly. Leveraging graph learning to solve
combinatorial problemsmight be a new direction for graph learning
to play a role in the EDA domain and beyond.
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