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Abstract

Recent advancements in vision-language models have en-
hanced performance by increasing the length of visual to-
kens, making them much longer than text tokens and signif-
icantly raising computational costs. However, we observe
that the visual tokens generated by popular vision encoders,
such as CLIP and SigLIP, contain significant redundancy.
To address this, we introduce VisionZip, a simple yet effec-
tive method that selects a set of informative tokens for input
to the language model, reducing visual token redundancy
and improving efficiency while maintaining model perfor-
mance. The proposed VisionZip can be widely applied to
image and video understanding tasks and is well-suited for
multi-turn dialogues in real-world scenarios, where previ-
ous methods tend to underperform. Experimental results
show that VisionZip outperforms the previous state-of-the-
art method by at least 5% performance gains across nearly
all settings. Moreover, our method significantly enhances
model inference speed, improving the prefilling time by 8×
and enabling the LLaVA-Next 13B model to infer faster
than the LLaVA-Next 7B model while achieving better re-
sults. Furthermore, we analyze the causes of this redun-
dancy and encourage the community to focus on extracting
better visual features rather than merely increasing token
length. Our code is available at https://github.com/dvlab-
research/VisionZip.

1. Introduction
Recently, the advancement of Large Language Mod-
els (LLMs) [1, 2, 51, 72] has led to significant progress in
Vision Language Models (VLMs) [3, 5, 27, 31, 33]. To inte-
grate visual signals with textual semantics, existing VLMs
typically utilize sequential visual representation, where im-
ages are converted into vision tokens and processed by an
LLM decoder. Through modal alignment and instruction
tuning, these VLMs adapt LLMs to the vision domain,
leveraging their perception and reasoning capabilities.

However, the promising performance of VLMs largely
relies on the large amount of visual tokens. For exam-
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Figure 1. VisionZip Performance and Efficiency. (a) Our Vi-
sionZip significantly outperforms the current SOTA EfficientVLM
model, like FastV, SparseVLM, achieving nearly 95% of the per-
formance with only 10% of the tokens across 11 benchmarks on
LLaVA-1.5. (b) VisionZip could reduce 8× prefilling time for
LLaVA-NeXT 7B. (c) VisionZip reduces GPU inference time by
2× across 11 benchmarks, enabling the LLaVA-NeXT 13B model
to infer faster than the 7B model while achieving better results.

ple, in LLaVA-1.5 [33], the number of visual tokens is
576, and in LLaVA-NeXT [34], a 672x672 image yield
more than 576x5=2880 tokens, while the text tokens num-
ber only in the dozens to just over a hundred. These ex-
cessively long visual tokens consume a significant amount
of memory and computation in the entire VLM, limit-
ing the model’s development in practical application sce-
narios such as edge computing, autonomous driving, and
robotics [23, 36, 41, 57, 59, 60]. Furthermore, based on
many previous studies [1, 4, 10, 22], we know that the infor-
mation contained in images is much sparser than in text. In
contrast, the existing state-of-the-art VLMs have far more
visual tokens than text tokens. Hence, a natural question
arises: “Are all visual tokens necessary?”

To explore this, we conduct a pilot study on the vi-
sual tokens generated by the widely used vision encoders,
CLIP [42] and SigLIP [64]. As shown in Fig. 2, statisti-
cal and visual analysis reveal that only a few tokens receive
high attention and contain a large amount of information,
while most visual tokens receive minimal attention and ag-
gregate limited information. Based on the observation, we
can answer the question that there is a significant amount
of redundancy in the visual tokens. Details of this phe-
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Figure 2. Redundancy Visualization. The visualization and dis-
tribution statistics of attention scores show attention concentrated
on only a few tokens, while many tokens display very low atten-
tion scores, indicating significant redundancy in the visual tokens.

nomenon’s observation and the reasons behind it are pro-
vided in Sec. 2.2 and Sec. 4.1, respectively.

Based on this observation, we explore a solution to re-
duce visual token redundancy, aiming to improve efficiency
without sacrificing performance. Specifically, we develop a
text-agnostic method named VisionZip to extract more in-
formative visual tokens for the LLM. Our method can be
used in training-free, fine-tuning, or training from scratch.
Specifically, in training-free mode, we first select the dom-
inant tokens, which receive significant attention and aggre-
gate most of the image information. Then, to avoid miss-
ing small but potentially important details, we employ a
token merging strategy, merging retained tokens based on
their similarity to further extract informative contextual to-
kens. In fine-tuning mode (in Sec. 2.4), after selecting to-
kens to replace all raw visual tokens, the input token count
decreases significantly, leading to a slight misalignment be-
tween the current visual input space and the LLM space.
To enhance results and improve alignment, we fine-tune the
projector layer for 30 minutes with minimal data, enabling
the model to adapt to the reduced token count.

To demonstrate the effectiveness of our method, we ap-
ply the proposed VisionZip to popular VLM models and
evaluate it on several benchmarks in Sec. 3. As shown in
Fig. 1, the results indicate that even in a training-free sce-
nario, our method significantly outperforms previous state-
of-the-art methods in both speed and performance. Fur-
thermore, VisionZip can reduce pre-filling time by 8 times
while retaining 95% performance in LLaVA-NeXT 7B. The
proposed VisionZip also enables LLaVA-NeXT 13B to
achieve better performance and faster inference than the
LLaVA-NeXT 7B model. Finally, we analyze the causes
of the redundancy and explain why the simple, text-agnostic
VisionZip achieves better performance than previous meth-
ods, highlighting its advantages in real-world deployment
like multi-turn conversations in Sec. 4.

Algorithm 1 Pseudocode for Dominant Token Selection

# B: batch size; S: sequence length
# H: number of attention heads;
# K: number of target dominant tokens
# CLS_IDX: Index of the CLS token
# SELECT_LAYER: Selected layer for Visual Token

# set the output_attentions=True to get the attention
output = vision_tower(images, output_hidden_states=

True, output_attentions=True)

#attn in shape (B, H, S, S)
attn = output.attentions[SELECT_LAYER]

#attn in shape (B, H, S, S)
vanilla_tokens = output.hidden_states[SELECT_LAYER]

#The attention received by each token
#If no CLS, use mean calculate received attention
attn_rec = attn[:, :, cls_idx, cls_idx+1:].sum(dim=1)

# Select K Dominant Tokens
_, topk_idx = attn_rec.topk(K, dim=1)

# Concat with the CLS token
dominant_idx = cat(CLS_IDX, topk_idx+1)

# filter the Dominant Tokens
dominant_tokens = vanilla_tokens.filter(dominant_idx)

cat: concatenation; filter: select the tokens based on the index.

2. VisionZip
In this section, we first explain the importance of reducing
the number of visual tokens to improve model efficiency
in Sec. 2.1, and then present our observation of redun-
dancy in Sec. 2.2. After that, we detail the training-free
method in Sec. 2.3. Additionally, to help the model better
adapt to variations in visual token length, we introduce Ef-
ficient Tuning in Sec. 2.4. Finally, we briefly discuss the
widespread usage of VisionZip. The overall architecture is
shown in Fig. 3.

2.1. Preliminary

Architecture of VLM. The VLM architectures generally
consist of three components: a visual encoder, a modal-
ity projector, and a LLM. The visual encoder, typically a
pre-trained image encoder like CLIP’s vision model, con-
verts input images into visual tokens. The projector module
aligns these visual tokens with the LLM’s word embedding
space, enabling the LLM to process visual data effectively.
The LLM then integrates the aligned visual and textual in-
formation to generate responses.
Computation Complexity. Evaluating the computational
complexity of VLMs requires examining key components
such as the self-attention mechanism and the feed-forward
network (FFN). The total floating-point operations (FLOPs)
can be expressed as:

Total FLOPs = T × (4nd2 + 2n2d+ 2ndm)

where T is the number of transformer layers, n is the se-
quence length, d is the hidden dimension size, and m repre-
sents the intermediate size of the FFN.
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Figure 3. Framework of VisionZip. VisionZip selects dominant tokens that aggregate substantial information based on visual token
attention scores. Remaining tokens are merged based on semantic similarity to produce contextual tokens. VisionZip is a training-free
method significantly reduces the number of image tokens, accelerating inference while maintaining performance. With efficient fine-tuning
of the projector, even better results can be achieved with minimal performance loss compared to using the full token.

This equation shows that computational complexity is
strongly influenced by the sequence length n. In typi-
cal VLM tasks, the sequence length is defined as n =
nsys+nimg+nquestion, with nimg often being much larger than
the other two, sometimes by a factor of 20. Thus, reducing
nimg is essential for improving the efficiency of VLMs.

2.2. Redundancy Observation

In popular Vision Language Models like LLaVA and Mini-
Gemini, the number of vision tokens far exceeds that of text
tokens, consuming substantial computational resources. To
assess whether all these tokens are necessary, we conducted
a pilot study on the visual tokens generated by commonly
used vision encoders, CLIP and SigLIP.

Specifically, we randomly sampled one image and visu-
alized the attention of each token from the Vision Encoder’s
-2 layer, which is the selected layer for obtaining input vi-
sual tokens in most VLMs, such as the LLaVA. As shown
in Fig. 2, both CLIP and SigLIP exhibit an attention pattern
concentrated on a limited number of tokens, while the ma-
jority of visual tokens receive minimal attention. Further-
more, to demonstrate that the attention focusing on only a
few tokens is a normal phenomenon, we analyze the dis-
tribution of attention weights on the TextVQA validation
set. As shown in Fig. 2, most visual tokens receive very
low attention, with weights close to zero, while only a few
tokens hold higher attention weights. To show this phe-
nomenon’s prevalence, we include more visualizations in
Appendix D.1.

Based on this observation, we find that most visual to-
kens with low attention weights contribute little information
and add significant redundancy. Only a few visual tokens
aggregate a substantial amount of information and merit fo-
cused attention; we refer to these as the dominant visual
tokens. Therefore, to reduce redundancy, we focus on se-
lecting the most informative tokens—such as the dominant

Algorithm 2 Pseudocode for Contextual Tokens Merging.

# Remove dominant tokens
remaining = vanilla_tokens.mask(dominant_tokens)

# Split into target and merge tokens
# M represents the desired number of contextual tokens
targets, merge = uniform_split(remaining, M)

# Compute similarity based on the key values
simlarity = bmm(to_merge.K, targets.K.transpose(1, 2))

# Assign each merge token to the most similar target
assign_idx = simlarity.argmax(dim=2)

# Merge by averaging
context_tokens = avg_merge(assign_idx, targets, merge)

uniform split: Uniformly sample the target tokens, and the rest are the merge
tokens; avg merge: Average merge the tokens based on the assigned indices.

visual tokens—while discarding less informative ones to re-
duce the overall token count.

2.3. Informative Visual Token Zip

Dominant Token Selection. To reduce redundancy by re-
taining only the most informative visual tokens and discard-
ing less significant ones, the main challenge is identifying
which tokens contribute most to the model’s performance.
We evaluate the importance of each visual token by exam-
ining its attention scores within the vision encoder. Specifi-
cally, we calculate the attention score as Eq. 1,

Sh = Softmax
(
QhK

⊤
h√

Dh

)
, (1)

where Sh is the attention score of each head, Dh is the head
dimension, and Qh and Kh represent query and key, re-
spectively. Averaging across the head dimension, yields an
aggregated attention matrix Savg ∈ RB×SeqLen×SeqLen,
reflecting how each token attends to others.

For models with a CLS token, such as CLIP, which ag-
gregates information from the entire image, we leverage the
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CLS token’s attention scores to identify key visual tokens.
As shown in Algorithm 1, we select the tokens most at-
tended to by the CLS token, as these typically contain the
most relevant information. For models without a CLS to-
ken, such as SigLIP, we calculate the average attention each
token receives from all others in the sequence. Tokens with
higher average attention are considered more significant and
retained. We provide the details of it in Appendix A.2.

This process allows us to efficiently identify and retain
the dominant visual tokens, as shown in Fig. 3, these to-
kens contain almost all attention and aggregate substantial
information of the total tokens.
Contextual Tokens Merging. Although we have selected
dominant tokens by evaluating their significance, and these
dominant tokens contain most visual information, we merge
the remaining tokens to avoid losing any small but po-
tentially important information. Specifically, during self-
attention calculation, the keys (K) already summarize the
information contained in each token. Therefore, as shown
in Algorithm 2, we first uniformly split the non-dominant
tokens into target and merge tokens. We then use a similar-
ity metric, such as the dot product, to identify the keys con-
taining similar information. Finally, we merge the tokens
that contain the most similar information, creating contex-
tual tokens. As shown in Fig. 3, these contextual tokens
serve as highly informative tokens, containing the figure’s
semantic similarity information.

2.4. Efficient Tuning
The Informative Visual Token Zip extracts highly informa-
tive tokens from the visual encoder and drops other tokens,
thereby significantly reducing the token length input to the
LLM, potentially by up to tenfold. However, this reduction
in visual tokens can lead to a degree of misalignment, as
the VLM model, originally trained on all full visual tokens,
may struggle to adapt to the sudden decrease.

To bridge the gap between the visual and LLM spaces,
we use minimal instruction tuning data to efficiently fine-
tune the multimodal projector while keeping other compo-
nents frozen, enhancing alignment between the vision and
language spaces. Notably, the instruction tuning requires
only 1/10 of the LLaVA-1.5 dataset and can be completed
in just 30 minutes on 8 Nvidia A800 for LLaVA 1.5 7B. No-
tably, this process can also be implemented on 3090 GPUs,
which is both resource-efficient and effective.

2.5. Usage of VisionZip
The VisionZip can adapt to multiple tasks, not only for
image and video understanding in Vision-Language Models
but also for multi-turn conversations that previous efficient
VLMs could not handle. Additionally, VisionZip is easy to
implement as it is text-agnostic, enabling compatibility with
all existing LLM algorithms for acceleration. Furthermore,
VisionZip can be seen as a plug-and-play method for vision

encoders, which preserves over 90% of the original model’s
performance while saving 3 times runtime and memory. It
can even allow a 13B VLM to achieve greater efficiency
than a 7B VLM while maintaining superior performance.
We will show more details in Sec. 4.3.

3. Experiments

3.1. Effectiveness on Image Understanding

Evaluation Tasks. To show the effectiveness of our method
on image understanding tasks, we conduct experiments on
eleven widely used benchmarks [11, 13, 19, 26, 29, 33, 37,
39, 47, 61, 63] and compare our method with the existing
sota methods, FastV [6] and SparseVLM [66], which pro-
gressively reduce the number of visual tokens in the LLM
forward process based on attention weights. To further vali-
date the generalizability of our method, we conduct experi-
ments on various VLM with different architectures and res-
olutions. Due to space limitations, we present only a sub-
set of results for LLaVA-1.5 [33], LLaVA-NeXT [34], and
Mini-Gemini [31] in the main text and all results and imple-
mentation details can be found in Appendix B.

Results on LLaVA 1.5. As shown in Table 1, we deploy
the proposed VisionZip on LLaVA-1.5 and demonstrate its
performance on image understanding tasks. VisionZip rep-
resents our method being directly applied during the infer-
ence stage without additional training. VisionZip‡ denotes
an efficient tuning for the cross-modality projector, requir-
ing approximately 30 minutes on 8 A800 GPUs. This tun-
ing can also be implemented on 3090 GPUs, making it both
resource-efficient and effective. To comprehensively assess
performance, we present the results in percentage format
for comparative analysis, with the vanilla model’s accu-
racy serving as the 100% upper limit. Following the setup
in [6, 66], we use three vision token count configurations
(192, 128, and 64) to evaluate the advantages of our pro-
posed VisionZip. When the visual tokens are reduced from
576 to 192, VisionZip only decreases the average accuracy
by 1.5% without additional training, surpassing FastV [6]
by 10.3% and SparseVLM [66] by 2.1%, respectively. Fur-
thermore, when only 64 tokens remain, our method out-
performs FastV [6] and SparseVLM [66] by a significant
margin of 18.4% and 8.2%, respectively. Additionally, Vi-
sionZip‡, which efficiently tunes the cross-modality projec-
tor, provides further performance improvements. As shown
in Table 1, even with only 64 visual tokens retained, this
efficient tuning boosts performance to 95.2%, representing
only a 4.8% decrease compared to the vanilla method using
10 times the visual tokens.

An interesting phenomenon is that in certain bench-
marks, such as MMVeT and MMMU, using VisionZipto re-
duce the token count not only prevents performance degra-
dation but also improves performance. We believe the rea-
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Method GQA MMB MME POPE SQA VQAV2 VQAText MMMU SEED MMVet LLaVA-B Avg.

Upper Bound, 576 Tokens (100%)

Vanilla(CVPR24)
61.9 64.7 1862 85.9 69.5 78.5 58.2 36.3 58.6 31.1 66.8

100%
100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Retain 192 Tokens (↓ 66.7%)

FastV (ECCV24)
52.7 61.2 1612 64.8 67.3 67.1 52.5 34.3 57.1 27.7 49.4

88.2%
85.1% 94.6% 86.6% 75.4% 96.8% 85.5% 90.2% 94.5% 97.4% 89.7% 74.0%

SparseVLM(2024.10)
57.6 62.5 1721 83.6 69.1 75.6 56.1 33.8 55.8 31.5 66.1

96.4%
93.1% 96.6% 92.4% 97.3% 99.4% 96.3% 96.4% 93.1% 95.2% 101.3% 99.0%

VisionZip
59.3 63.0 1782.6 85.3 68.9 76.8 57.3 36.6 56.4 31.7 67.7

98.5%
95.8% 97.4% 95.7% 99.3% 99.1% 97.8% 98.5% 100.8% 96.2% 101.9% 101.3%

VisionZip ‡
60.1 63.4 1834 84.9 68.2 77.4 57.8 36.2 57.1 32.6 66.7

99.1%
97.1% 98.0% 98.5% 98.8% 98.1% 98.6% 99.3% 99.7% 97.4% 104.8% 99.9%

Retain 128 Tokens (↓ 77.8%)

FastV (ECCV24)
49.6 56.1 1490 59.6 60.2 61.8 50.6 34.9 55.9 28.1 52.0

83.5%
80.1% 86.7% 80.0% 69.4% 86.6% 78.7% 86.9% 96.1% 95.4% 90.9% 77.8%

SparseVLM(2024.10)
56.0 60.0 1696 80.5 67.1 73.8 54.9 33.8 53.4 30 62.7

93.4%
90.5% 92.7% 91.1% 93.7% 96.5% 94.0% 94.3% 93.1% 91.1% 96.5% 93.9%

VisionZip
57.6 62.0 1761.7 83.2 68.9 75.6 56.8 37.9 54.9 32.6 64.8

97.6%
93.1% 95.8% 94.6% 96.9% 99.1% 96.3% 97.6% 104.4% 93.7% 104.8% 97.6%

VisionZip ‡
58.9 62.6 1823 83.7 68.3 76.6 57.0 37.3 55.8 32.9 64.8

98.4%
95.2% 96.8% 97.9% 97.4% 98.3% 97.6% 97.9% 102.8% 95.2% 105.8% 97.0%

Retain 64 Tokens (↓ 88.9%)

FastV (ECCV24)
46.1 48.0 1256 48.0 51.1 55.0 47.8 34.0 51.9 25.8 46.1

75.6%
74.5% 74.2% 67.5% 55.9% 73.5% 70.1% 82.1% 93.7% 88.6% 83.0% 69.0%

SparseVLM(2024.10)
52.7 56.2 1505 75.1 62.2 68.2 51.8 32.7 51.1 23.3 57.5

85.8%
85.1% 86.9% 80.8% 87.4% 89.4% 86.9% 89.0% 90.1% 87.2% 74.5% 86.1%

VisionZip
55.1 60.1 1690 77.0 69.0 72.4 55.5 36.2 52.2 31.7 62.9

94.0%
89.0% 92.9% 90.8% 89.6% 99.3% 92.2% 95.4% 99.7% 89.1% 101.9% 94.2%

VisionZip ‡
57.0 61.5 1756 80.9 68.8 74.2 56.0 35.6 53.4 30.2 63.6

95.2%
92.1% 95.1% 94.3% 94.2% 99.0% 94.5% 96.2% 98.1% 91.1% 97.1% 95.2%

Table 1. Performance of VisionZip on LLaVA 1.5. The vanilla number of visual tokens is 576. The first line of each method shows
the raw benchmark accuracy, and the second line is the proportion relative to the upper limit. The last column is the average value.
VisionZip‡ indicates that fine-tuning the multimodal projector with 1/10 LLaVA-1.5 datasets, which takes 30 minutes for 8A800 GPU.

son is that the visual tokens are overly redundant, and this
redundant information not only fails to improve model per-
formance but may also act as noise, impacting the model’s
judgment and leading to performance degradation. We ana-
lyze this phenomenon in Sec. 4.

Results on LLaVA-NeXT. To further demonstrate the
effectiveness of our proposed VisionZip, we apply it to
the more advanced, high-resolution-capable VLM, LLaVA-
NeXT. Compared to LLaVA 1.5, LLaVA-NeXT divides the
image into four parts, resizes the original image, and con-
verts it into five separate images. Each of these images is
processed through the visual encoder to obtain visual to-
kens, which are then combined. While this approach fur-
ther improves model performance, it significantly increases

the number of visual tokens. Therefore, to enhance effi-
ciency, we aim to use our method to reduce the number
of visual tokens as much as possible without compromis-
ing model performance. And we set the three vision token
count configurations (640, 320, and 160) to evaluate the ad-
vantages of our proposed VisionZip. As shown in Table 2,
our proposed VisionZip consistently maintains strong per-
formance across three settings. Specifically, using only 640
tokens, our method achieves 97.6% accuracy without any
additional training cost. With minimal data used to tune the
projector, VisionZip’s performance reaches 98.9%, which is
very close to that of the vanilla model. Additionally, when
the visual token count is reduced to only about 5%, our
method still achieves 92.0% performance without any ad-
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Method GQA MMB MME SQA VQAV2 VQAText MMMU Avg.
Upper Bound, 2880 Tokens (100%)

Vanilla
64.2 67.9 1842 70.2 80.1 61.3 35.1

100%
100% 100% 100% 100% 100% 100% 100%

Retain 640 Tokens (↓ 77.8%)

SparseVLM
60.3 65.7 1772 67.7 77.1 57.8 34.6

96.1%
93.9% 96.8% 96.2% 96.4% 96.3% 94.3% 98.6%

VisionZip
61.3 66.3 1787 68.1 79.1 60.2 34.7

97.6%
95.5% 97.6% 97.0% 97.0% 98.8% 98.2% 98.9%

VisionZip ‡
62.4 65.9 1778 67.9 79.9 60.8 37.2

98.9%
97.2% 97.1% 96.5% 96.7% 99.8% 99.2% 106.0%

Retain 320 Tokens (↓ 88.9%)

SparseVLM
57.7 64.3 1694 67.3 73.4 55.9 34.4

93.3%
89.9% 94.7% 92.0% 95.9% 91.6% 91.2% 98.0%

VisionZip
59.3 63.1 1702 67.3 76.2 58.9 35.3

95.0%
92.3% 92.9% 92.4% 95.9% 95.1% 96.1% 100.5%

VisionZip ‡
61.0 64.4 1770 67.5 78.4 59.3 38.0

97.9%
95.0% 94.8% 96.1% 96.2% 97.9% 96.7% 108.3%

Retain 160 Tokens (↓ 94.4%)

SparseVLM
51.2 63.1 1542 67.5 66.3 46.4 32.8

86.4%
79.8% 92.9% 83.7% 96.2% 82.8% 75.7% 93.4%

VisionZip
55.5 60.1 1630 68.3 71.4 56.2 36.1

92.0%
86.4% 88.5% 88.5% 97.3% 89.1% 91.7% 102.8%

VisionZip ‡
58.2 63.9 1699 67.5 75.6 57.3 37.7

95.5%
90.7% 94.1% 92.2% 96.2% 94.4% 93.5% 107.4%

Table 2. Performance of VisionZip on LLaVA-NeXT. The
vanilla number of visual tokens is 2880. For VisionZip‡, we use
1/10 LLaVA-1.5 datasets to fine-tune the multimodal projector.

ditional training and reaches 95.2% after tuning, surpassing
the previous state-of-the-art method, SparseVLM [66], by
5.8% and 9%, respectively. And the full experiment results
can be found in Appendix B.
Results on Mini-Gemini. We have verified the effective-
ness of our method on the LLaVA Family VLMs, and we
further validate our proposed VisionZip on Mini-Gemini,
which introduces a LAION-pretrained ConvNeXt-L [38]
for high-resolution refinement, to demonstrate VisionZip’s
effectiveness across different architectures. As shown in
Fig. 4, we visualize the performance change across differ-
ent visual token counts on POPE, TextVQA, and GQA. It
can be observed that as the number of tokens decreases, the
gap between our method and the previous sota method in-
creases sharply. These results further verify the effective-
ness of our method across various model architectures and
demonstrate the presence of visual token redundancy across
multiple architectures. We discuss in Section 4 why our
straightforward and easy-to-implement method VisionZip
outperforms previous approaches.

3.2. Effectiveness on Video Understanding

Evaluation Tasks. We evaluate our method on four
common video question-answering benchmarks: TGIF-
QA [20], MSVD-QA [56], MSRVTT-QA [56], and

Method TGIF MSVD MSRVTT ActivityNet Avg

Video-LLaVA 47.1 69.8 56.7 43.1 100.0%

FastV
23.1 38.0 19.3 30.6

52.1%
49.0% 54.4% 34.0% 71.0%

SparseVLM
44.7 68.2 31.0 42.6

86.5%
94.9% 97.7% 54.7% 98.8%

VisionZip
42.4 63.5 52.1 43.0

93.2%
90.0% 91.0% 91.9% 99.8%

Table 3. Performance of VisionZip on Video-LLaVA. The orig-
inal Video-LLaVa’s video token number is 2048, while our Vi-
sionZip only retain the 136 tokens.

ActivityNet-QA [62], where video-question pairs exhibit
significant length disparities. We follow the evaluation
framework proposed by Video-LLaVA [32], utilizing Chat-
GPT score as key performance metrics. Further details are
provided in Appendix B.

Results on Video-LLaVA. The vanilla Video-LLaVA [32]
uses the Language-bind as vision encoder to encode 8
frames, with each frame containing 256 visual tokens, re-
sulting in a total of 2048 visual tokens. Hence, we set
the Video-LLaVA with 2048 video tokens as the upper
bound, achieving an overall average accuracy of 100.0%
and a score of 0.00. To make a fair comparison, we follow
the original settings for the baseline methods FastV [6]and
SparseVLM [66], pruning the visual tokens to 135. For
each frame, we zip the visual tokens from 256 to 17, re-
sulting in a total of 136 visual tokens for the entire video.
As shown in Table 3, our VisionZip in training-free mode
achieves 93.2% accuracy across four benchmarks, outper-
forming the previous state-of-the-art method, SparseVLM,
by 6.7%. Moreover, on the largest benchmarks, MSRVTT,
our method shows a significant improvement over Spar-
seVLM by 37.2%. Additionally, our method consistently
exceeds 90% performance across all benchmarks, further
demonstrating VisionZip’s effectiveness and robustness.

3.3. Efficiency Analysis
Our proposed VisionZip reduces the number of visual to-
kens input to the Large Language Model, resulting in signif-
icant efficiency and CUDA memory gains during inference.
We conduct a comparative analysis of CUDA memory us-
age, and pre-filling time on LLaVA NeXT-7B, comparing
our method with FastV [6], and SparseVLM [66].

As shown in Table 4, we perform an inference efficiency
analysis on a single NVIDIA A800-80GB, using POPE[29]
dataset a fair comparison. “Prefilling time” refers to the la-
tency required to generate the first token. The results show
that our method not only surpasses previous approaches in

19797



100150200250300350400450500
Visual Tokens

45.0

47.5

50.0

52.5

55.0

57.5

60.0

62.5

65.0

Ac
cu

ra
cy

 (%
)

TextVQA

VisionZip
VisionZip
SparseVLM
FastV
Vanilla

100150200250300350400450500
Visual Tokens

45.0

47.5

50.0

52.5

55.0

57.5

60.0

62.5

GQA

VisionZip
VisionZip
SparseVLM
FastV
Vanilla

100150200250300350400450500
Visual Tokens

20

30

40

50

60

70

80

90
POPE

VisionZip
VisionZip
SparseVLM
FastV
Vanilla

Figure 4. Performance of VisionZip on the Mini-Gemini.

Method Token
Total

∆
Prefilling

∆
Time↓ Time ↓

Baseline 2880 2293s - 218ms -

FastV 160 1792s 1.3× 119ms 1.8×
SparseVLM 160 1895s 1.2× 128ms 1.7×
VisionZip 160 756s 3.0× 27.8ms 7.8×

Table 4. Efficiency analysis of VisionZip on LLaVA-NeXT 7B.
The detailed metrics include practical total time for one A800 GPU
on POPE, Prefilling time(latency). ∆ denotes the reduction ratio.

Layer10 Layer12 Layer23 (for LLM) Layer24

Figure 5. Visualization of attention distribution across layers

performance but also maintains a substantial advantage over
previous sota methods when reduced to the same number
of tokens. On the POPE dataset, our method achieves a 3×
improvement in overall time efficiency and a 7.8× improve-
ment in prefilling time compared to the vanilla model.

4. Analysis and Discussion
4.1. Reasons of Redundancy in Visual Tokens

Visualization of the Redundancy. Firstly, as shown in
Fig. 5, we illustrate attention changes across layers. In early
layers, attention is broadly distributed across the image, but
by the middle layers, it suddenly converges onto a few to-
kens. With deeper layers, attention and information con-
centrate on a small set of dominant tokens, reaching peak
concentration by the 23rd layer—used for visual token ex-
traction for the LLM. Notably, attention is more dispersed
in the final layer, as these tokens align with the CLIP text
branch via contrastive loss, potentially limiting their repre-
sentation of the original image. This is why VLM selects
the second-to-last layer (-2 layer). Additional visualization

(b) Feature Relevant of the Man(a) The gradient of softmax function

Exponential Rise
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Figure 6. Reason of redundancy and feature misalignment

results are in Appendix D.
Explanation. Current vision encoders are based on a trans-
former architecture that aggregates information between to-
kens through self-attention. We think that as the layer depth
increases, instead of aggregating knowledge from all to-
kens, the model tends to “shortcut” by concentrating infor-
mation into a few proxy tokens. If a CLS token is present,
the knowledge may further concentrate from these proxy
tokens into the CLS token. Moreover, using the function
softmax(zi) = ezi∑n

j=1 ezj
to compute the model’s loss can

intensify this effect. The derivative of this formula is as:

∂softmax(zi)
∂zi

= softmax(zi) · (1− softmax(zi)) (2)

We illustrated this function in Fig. 6 (a), when z is large,
the gradient becomes substantial in exponential rise, and
when z is small, the gradient is almost negligible. This
function makes regions of low attention even lower and
high-attention areas even more prominent, ultimately con-
centrating information into a few tokens. [54] identified a
similar phenomenon in LLM inference, naming it “Atten-
tion Sink.” [45] also observed a comparable effect in se-
mantic segmentation, referring to it as the “global token.”

Token Accuracy ∆

Baseline 576→64 51.1
Ex1 526→64 46.4 −9.2%
Ex2 128→64 52.5 +2.7%

Table 5. Quantitative analysis for the feature misalignment
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4.2. Why VisionZip Outperforms Previous Work?
Text-Relevant Efficient VLM. Existing sota methods for
reducing visual redundancy to accelerate VLMs, such as
FastV [6] and SparseVLM [66], primarily rely on the LLM
to identify text-relevant visual token. Specifically, they feed
all visual tokens into the LLM and use attention between
text and visual tokens across LLM layers for selection.

Misalignment Due to the Pre-group Knowledge. While
the text-relevant method appears promising, the visual to-
kens it selects often lack sufficient information. This lim-
itation arises because the visual encoder aggregates visual
information into a limited subset of high-attention tokens,
leaving the remaining tokens with minimal informational
content. As a result, tokens that should represent specific
details are instead grouped into proxy tokens, losing their
original incontext information. Furthermore, these proxy
tokens tend to appear in peripheral or background areas
rather than being positioned near the main subjects of the
image. For instance, in Fig. 6 (b), the visual tokens most
relevant to the person are not located on the person but are
instead assigned to a proxy token situated on the road. This
indicates that text-relevant methods often select tokens from
elements like the man or the taxi, which actually contain
significantly less informative content.

To further verify this, we performed two experiments on
the TextVQA benchmark with SparseVLM, retaining 64 to-
kens, as shown in Table 5. In Ex1, we first masked 50 out
of 576 total tokens, selecting the 50 tokens with the highest
attention according to the vision encoder. From the remain-
ing 526 tokens, SparseVLM was used to select the final set.
This approach reduced performance from 51.1 to 46.4, a
drop of approximately 9%. In Ex2, instead of providing all
576 tokens, we only supplied the top 128 tokens selected
by VisionZip to SparseVLM, which then filtered down to
the final 64 tokens. This approach improved performance to
52.5, an increase of about 2.6%. These results further verify
that the text-relevant visual tokens are misaligned with the
tokens where the Vision Encoder aggregates knowledge.

4.3. The Advantage of the VisionZip

Advantage on multi-turn conversations. To better sup-
port real-world applications, current VLMs store the pre-
vious answer in the KV cache to enable multi-turn con-
versations, reducing the need to reprocess prior dialogue.
However, as shown in Figure 7, prior text-relevant methods
are unsuitable for multi-turn conversations. This is because
the visual tokens selected and stored in the KV cache are
closely related to the previous question but lack relevance to
the current dialogue, leading to poor performance in multi-
turn scenarios. In contrast, our VisionZip selects the most
informative visual tokens in a text-agnostic manner, making
it more effective for multi-turn conversations. Other advan-
tages are shown in the Appendix A.3.

Figure 7. Example comparison of VisionZip and previous text-
relevant method in multi-turn conversation

5. Related Work

Vision-Language Models. Building on the success of
large language models (LLMs) [1, 2, 51], recent vision-
language models (VLMs) [8, 31, 33, 50] advance multi-
modal generation by processing extensive visual token se-
quences. Higher resolutions require exponentially more to-
kens; for example, LLaVA-NeXT processes 672× 672 im-
ages into 2304 tokens [33]. Handling videos or multiple im-
ages increases token requirements, as seen in VideoLLaVA
[32] and Video-ChatGPT [40]. Hence, it’s essential to dis-
cuss more efficient ways to extract information from visual
tokens, rather than merely increasing their length. The ad-
ditional related work is shown in Appendix C.

6. Conclusion

In this paper, we analyze popular VLM models, noting that
while increasing the length of visual tokens can improve
performance, there is significant redundancy in current vi-
sual tokens. We propose a simple method, VisionZip, which
reduces the number of visual tokens substantially while
preserving model performance, thereby greatly enhancing
computational efficiency. This method is broadly applicable
to image and video understanding tasks and is suitable for
multi-turn dialogue in practical applications.VisionZip also
suggests a future direction to develop vision encoders with
lower redundancy capabilities to further improve VLM per-
formance and handle longer video sequences.
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Christopher Ré, Clark Barrett, et al. H2o: Heavy-hitter ora-
cle for efficient generative inference of large language mod-
els. Advances in Neural Information Processing Systems, 36:
34661–34710, 2023. 20

[69] Chuanyang Zheng, Yihang Gao, Han Shi, Minbin Huang,
Jingyao Li, Jing Xiong, Xiaozhe Ren, Michael Ng, Xin
Jiang, Zhenguo Li, and Yu Li. Dape: Data-adaptive posi-
tional encoding for length extrapolation, 2024. 20

[70] Qiang Zhou, Chaohui Yu, Shaofeng Zhang, Sitong Wu,
Zhibing Wang, and Fan Wang. Regionblip: A unified multi-
modal pre-training framework for holistic and regional com-
prehension. arXiv preprint arXiv:2308.02299, 2023. 20

[71] Bin Zhu, Bin Lin, Munan Ning, Yang Yan, Jiaxi Cui, HongFa
Wang, Yatian Pang, Wenhao Jiang, Junwu Zhang, Zongwei
Li, et al. Languagebind: Extending video-language pretrain-
ing to n-modality by language-based semantic alignment.
arXiv preprint arXiv:2310.01852, 2023. 12

[72] Deyao Zhu, Jun Chen, Xiaoqian Shen, Xiang Li, and
Mohamed Elhoseiny. Minigpt-4: Enhancing vision-
language understanding with advanced large language mod-
els. arXiv:2304.10592, 2023. 1

19802


	Introduction
	VisionZip
	Preliminary
	Redundancy Observation
	Informative Visual Token Zip
	Efficient Tuning
	Usage of VisionZip

	Experiments
	Effectiveness on Image Understanding
	Effectiveness on Video Understanding
	Efficiency Analysis

	Analysis and Discussion
	Reasons of Redundancy in Visual Tokens
	Why  VisionZip  Outperforms Previous Work?
	The Advantage of the  VisionZip

	Related Work
	Conclusion
	Acknowledgments
	Further Discussion
	Comparison with Text-relevant Efficient VLM
	VisionZip for Non-CLS Vision Encoders
	Additional Advantage of the VisionZip

	Additional Experiments
	Image Understanding
	Video Understanding
	Efficiency Analysis

	Related Work
	Visualization
	Visualization of Redundancy
	Visualization of Attention Distribution Change
	Visualization of Feature Misalignment


