LRSDP: Low-Rank SDP for Triple Patterning Lithography Layout Decomposition
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Abstract—Multiple patterning lithography (MPL) has been widely adopted in advanced technology nodes to enhance lithography resolution. As layout decomposition for triple patterning lithography (TPL) and beyond is NP-hard, existing approaches formulate mathematical programming problems and leverage general-purpose solvers such as integer linear programming (ILP) and semidefinite programming (SDP) to trade off quality against runtime. With the aggressive increase in design complexity, existing approaches can no longer scale to solve complicated designs with high solution quality. In this paper, we propose a dedicated low-rank SDP algorithm for MPL decomposition with augmented Lagrangian relaxation and Riemannian optimization. Experimental results demonstrate that our method is $186 \times$, $25 \times$, and $12 \times$ faster than the state-of-the-art decomposition approaches with highly competitive solution quality.

I. INTRODUCTION

Multiple patterning lithography (MPL) is widely adopted in advanced technology nodes. It imposes a layout decomposition step in the design flow that layout features close to each other are assigned to different masks to prevent coloring conflicts. Fig. 1 shows an example where a decomposition graph is constructed by regarding features as vertices and connecting features within a certain distance. Different colors denote different masks. If two vertices of a conflict edge are assigned to the same color, then a conflict occurs. We can resolve conflicts by assigning different parts of one feature into different colors, which is known as stitch insertion. The objective of layout decomposition is to minimize the number of conflicts and stitches as conflicts lead to printing failure and stitches can cause yield loss [1].

Most existing MPL decomposition studies follow a two-step procedure: first, construct the decomposition graph; second, apply decomposition algorithms on subgraphs. The decomposition algorithms are based on ILP [2], SDP [3], exact cover [4], or other graph heuristics [5]. Among these methods, ILP can provide exact solutions at the cost of exponential runtime complexity, while SDP and exact cover can provide high-quality approximation with affordable runtime. However, these methods usually assume the subgraphs after the simplification step are small, i.e., fewer than 100 vertices [2]. When the design complexity increases, the sizes of subgraphs also boost. We observe that 2.2% large graphs (> 1000 vertices) take 94.5% of the runtime, while 87.9% small graphs (< 100 vertices) only take 0.1% of the overall runtime for a state-of-the-art layout decomposer with a general-purpose SDP solver [6], as shown in Fig. 1(c)-(d). Therefore, new decomposition algorithms are urgently desired to improve the efficiency for large designs.

To achieve efficient yet high-quality decomposition, we propose a scalable SDP solving algorithm leveraging the low-rank property [7] and exploiting the problem structure. The major contributions of this paper are summarized as follows.
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II. PRELIMINARIES

In this section, we first introduce the program formulation and the SDP relaxation of TPL decomposition. Then, we explain the algorithm for solving general SDP and low-rank property of the decomposition problem.

A. Problem Formulation

Definition 1. (Decomposition Graph): Given a layout represented by a set of polygonal shapes, the decomposition graph (DG) is an undirected graph with a single set of vertices $V$, and two sets of edges, conflict edges ($CE$) and stitch edges ($SE$), respectively. $V$ has one or more vertices for each polygonal shape, and each vertex is associated with a polygonal shape. An edge is in $CE$ if and only if the two polygonal shapes are within minimum coloring distance $\min c$. An
Problem 1. (Triple Patterning Layout Decomposition): Given a layout which is specified by features in polygonal shapes, a decomposition graph is constructed. The goal of TPL is to assign vertexes in the decomposition graph to three masks (colors) with following cost minimized,

$$\text{cost} = \#\text{conflict} + \alpha \#\text{stitch},$$

where $\alpha$ is set to 0.1 [8].

B. SDP-Based Layout Decomposition

In TPL decomposition, there are three possible colors. We set a unit vector $v_i$ for every vertex $i$ ($i = 1, \ldots, n$). Naturally, if $e_{ij}$ is a conflict edge, we want vertices $v_i$ and $v_j$ to be far apart. If $e_{ij}$ is a stitch edge, we hope vertices $v_i$ and $v_j$ to be the same. Bearing this in mind, we associate all the vertices with three different unit vectors: $(1, 0), (-1, \sqrt{3}/2), (-1, -\sqrt{3}/2)$, so we have the following property:

$$v_i^\top v_j = \begin{cases} 1, & v_i = v_j, \\ -\frac{1}{2}, & v_i \neq v_j. \end{cases}$$

Based on the above property, we can formulate the triple patterning layout decomposition as the following vector program [3]:

$$\begin{align*}
\min & \quad \frac{1}{2} \sum_{e_{ij} \in CE} (v_i^\top v_j + \frac{1}{2}) + \frac{2\alpha}{3} \sum_{e_{ij} \in SE} (1 - v_i^\top v_j), \\
\text{s.t.} & \quad v_i \in \{(1, 0), (-1, \sqrt{3}/2), (-1, -\sqrt{3}/2)\},
\end{align*}$$

(1a)

where the left part is the cost of all conflicts and the right part represents the cost of all stitches.

The vector program (1) is NP-hard due to the discrete constraint (1a). The problem can be further relaxed as the following semidefinite program [3]:

$$\begin{align*}
\min & \quad \langle C, X \rangle \\
\text{s.t.} & \quad x_{ii} = 1, \quad \forall i \in V \\
& \quad x_{ij} \geq -\frac{1}{2}, \quad \forall e_{ij} \in CE \\
& \quad X \succeq 0,
\end{align*}$$

(2a, 2b, 2c)

where $\langle C, X \rangle = tr(C^T X)$ represents the Euclidean inner product between two matrices $C$ and $X$, i.e., $\sum_{i} \sum_{j} c_{ij} x_{ij}$. Here $x_{ij}$ is the entry at the $i$-th row and the $j$-th column of matrix $X$, and $c_{ij}$ is the entry at the $i$-th row and the $j$-th column of matrix $C$:

$$c_{ij} = \begin{cases} 1, & \forall e_{ij} \in CE, \\ -\alpha, & \forall e_{ij} \in SE, \\ 0, & \text{otherwise}. \end{cases}$$

Without discrete constraint (1a), program (2) is not NP-hard now and can be solved in polynomial time [3]. What’s more, constraint (2c) indicates that the symmetric matrix $X$ should be positive semidefinite. Therefore, we can always find a matrix $R$ such that $X = R^T R$.

C. Interior-Point Method to Solve SDP

Interior-point methods are widely-adopted to solve SDP [6], [8]. The basic idea of primal-dual interior-point methods is to find a feasibly optimal point that satisfies the KKT conditions of the semidefinite programs, along with Newton’s method to solve the subproblem at each iteration [9]. In practice, these methods are capable of solving small- to medium-sized problems precisely, but not scalable due to their inherent high demand for storage and computation. Particularly, the time complexity of the interior-point methods is cubic in the number of variables, i.e., $O(n^3)$ [9], thereby prompting research for alternative approaches.

D. Low-Rank Property of TPL Decomposition

It has been recognized that the solution to the SDP generated by the relaxation of combinatorial optimization tasks is often low-rank. Hence, a class of low-rank decomposition-based methods has been adopted in dealing with such SDP problems [7], [10]. Here we illustrate this property with a simple TPL decomposition problem in Fig. 1(b). After solving the SDP in (2), we can get a matrix $X$ as:

$$X = \begin{pmatrix}
1 & -0.49 & 0.21 & -0.5 & -0.5 & 0.21 \\
1 & -0.5 & -0.5 & -0.5 & -0.5 \\
1 & 0.43 & 0.15 & -0.5 & 0.5 \\
& \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & 1 \\
0 & 0.26 & 0.72 & -0.39 & -0.95 & -0.95 & -0.95 & -0.39 \\
0 & -0.96 & 0.70 & -0.32 & 0.26 & 0.26 & -0.32 & 0.32 \\
0 & 0 & -0.87 & -0.16 & 0.16 & 0.16 & 0.87 & 0.87 
\end{pmatrix}.
$$

The low-rank factorization process is illustrated in Fig. 2. In particular, the benefits of the low-rank factorization are three-fold:

- The semidefinite constraint (2c) can be naturally omitted as it is implied by the factorization;
- This low-rank factorization leads to many fewer variables in the problem of interest, as $X$ is explicitly represented by the matrix $R$ of dimension $p \times n$ (typically with $p \ll n$), thereby decreasing the computational complexity;
- Although Formula (2) becomes nonlinear and nonconvex after low-rank factorization, the global optimality of the solution to this factorized surrogate can still be ensured by simply choosing $p \geq \sqrt{2m}$, where $m$ is the number of constraints [7].

With these benefits, we thereby perform low-rank factorization to our SDP program (2), which will be discussed in detail in Section III-A.

III. ALGORITHMS

In this section, we will present our basic algorithms, which take full advantage of the specific problem structure and thus reduce the numerical difficulty in solving the TPL decomposition problem. First, we will reformulate the TPL decomposition problem with low-rank factorization and recast the Euclidean optimization problem to a Riemannian optimization problem on a smooth manifold. Then, we will introduce a decomposed augmented lagrangian method (ALM) for TPL decomposition, followed by a Riemannian gradient descent method with Barzilai-Borwein steps (RGBB) to solve the subproblem at each iteration. Finally, we will give a convergence analysis for the decomposed ALM.
A. Low-Rank Factorization

Canonical semidefinite programs involve optimizing a matrix-valued variable \( X \) (a symmetric \( n \times n \) matrix), where the number of variables grows quadratically, so it quickly becomes unaffordable for SDP solvers employing exact methods to deal with large-scale layouts. Motivated by the low-rank property of solutions to such SDP problems, we factorize \( X \) as \( X = R^T R \), where \( R \in \mathbb{R}^{p \times n} \), then the original semidefinite programs in (2) becomes:

\[
\min_{R \in \mathbb{R}^{p \times n}} \langle C, R^T R \rangle \quad \text{s.t.} \quad \|r_i\|_2 = 1, \forall i \in V
\]

where \( r_i \) is the \( i \)-th column vector of \( R \) and \( \| \cdot \|_2 \) denotes the \( L2 \)-norm of vectors.

B. Smooth Semidefinite Programs

In order to fully utilize the TPL decomposition problem structure, we further restrict the optimization of variable \( R \) from \( \mathbb{R}^{p \times n} \) to a smooth manifold. Specifically, the constraint (3a) can be naturally satisfied by forcing \( R \) in a smooth manifold: \( M = \{ R \in \mathbb{R}^{p \times n} | R = [r_1, \cdots, r_n], \|r_i\|_2 = 1 \} \), which is exactly a unit sphere (see \( M \) in Fig. 3(b)). In other words, we consider the constraint (3a) as a manifold and optimize the variable of interest on this manifold. Compared to Euclidean space optimization, the reasons for constraining the optimization of \( R \) on a smooth manifold \( M \) are summarized as follows:

- The satisfiability of constraint Equation (3a) is naturally guaranteed as the solutions are always on the smooth manifold \( M \);
- The structure information of a smooth manifold can be fully utilized to reduce searching space as we essentially search for the optimal solution on a unit sphere, thereby solving large-scale TPL decomposition problems efficiently.

Now, the only difficult constraint in Formula (3) is the inequality constraint (3b). Here we introduce an auxiliary variable \( W \in \mathbb{R}^{n \times n} \) to remove the inequality constraint, so the factorized SDP is reformulated as:

\[
\min_{R \in M} \langle C, R^T R \rangle + h(W) \quad \text{s.t.} \quad P \odot R^T R = W,
\]

where \( \odot \) denotes element-wise product, \( h \) is a characteristic function, and \( P \) encodes the information of conflict edges:

\[
h(W) = \begin{cases} 0, & w_{ij} \geq -\frac{1}{2}, \forall e_{ij} \in CE, \\ +\infty, & \text{otherwise}, \end{cases}
\]

\[
p_{ij} = \begin{cases} 1, & \forall e_{ij} \in CE, \\ 0, & \forall e_{ij} \notin CE. \end{cases}
\]

Here \( w_{ij} \) is the entry at the \( i \)-th row and the \( j \)-th column of matrix \( W \), and \( p_{ij} \) is the entry at the \( i \)-th row and the \( j \)-th column of matrix \( P \).

C. Augmented Lagrangian Method

After transforming the inequality constraints (3b) to equality constraints (4a), the augmented Lagrangian method (ALM) is adopted here to solve the nonlinear and non-convex programming problem for TPL decomposition. The basic idea behind ALM is the idea of penalization, i.e., the method optimizes an augmented objective which includes an additional term that penalizes infeasible points. In particular, the augmented Lagrangian function associated with Formula (4) is denoted by:

\[
L_{\sigma}(R, W, y, \sigma) = \langle C, R^T R \rangle + h(W) - \langle y, P \circ R^T R - W \rangle + \frac{\sigma}{2} \| P \circ R^T R - W \|_2^2.
\]

Here \( y \in \mathbb{R}^{n \times n} \), and \( \sigma > 0 \) is a parameter for ALM. In contrast to the canonical Lagrangian method, the augmented Lagrangian function differs merely in the penalization term involving \( \sigma \). This term measures the infeasibility of \( R \) with respect to constraint (3a) and is scaled by the penalty parameter \( \sigma \). Then, based on Equation (5), the \( k \)-th iteration of the ALM is given as follows:

\[
(R_{k+1}, W_{k+1}) = \arg\min_{R \in M, W \in \mathbb{R}^{n \times n}} L_{\sigma_k}(R, W, y^k, \sigma^k),
\]

\[
y_{k+1} = y_k - \sigma_k (P \odot (R_k^T R_k - W_k) - P \odot R^T R - W),
\]

\[
\sigma_{k+1} = \begin{cases} \sigma_k, & u_{k+1} < u_k, \\ \rho \sigma_k, & \text{otherwise}, \end{cases}
\]

where \( \sigma \) is the ALM step size, \( \rho > 1 \), and \( u_k = \| P \odot (R_k^T R_k - W_k) \|_F \) implies the infeasibility of \( R_k \). The rationale here for the update rule of \( \sigma_{k+1} \) is that if \( u_{k+1} < u_k \), we know that the Lagrangian framework moves towards reducing the infeasibility since there is no need to increase the penalty parameter. If, on the other hand, \( u_{k+1} \geq u_k \), then (6b) scales \( \sigma_k \) by \( \rho \) to force the update of Lagrangian multipliers to the target level.

Based on the above update functions, the major challenge is to determine optimal \((R_{k+1}, W_{k+1})\) from Equation (6) as \( y_{k+1} \) and \( \sigma_{k+1} \) can be explicitly updated by Equation (6a) and Equation (6b), respectively. To begin with, considering minimizing the function \( L_{\sigma_k}(R, W, y^k, \sigma^k) \) with respect to a fixed \( R \), the optimal solution of \( W \) follows:

\[
W = \Pi_{S}(P \odot R^T R - y^k/\sigma_k),
\]

where \( \Pi_{S}(A) \) is the projection of \( A \) on set \( S = \{ W \in \mathbb{R}^{n \times n} \mid w_{ij} \geq -\frac{1}{2}, \forall e_{ij} \in CE \} \). Therefore, given \( R \), we can always find the optimal \( W \) by Equation (7). Now, the only problem is to obtain the optimal solution \( R \) of \( L_{\sigma_k}(R, W, y^k, \sigma^k) \), which plays a critical role in the overall efficiency of the LRSDP algorithm. Here we apply a Riemannian gradient descent method with Barzilai-Borwein steps (RGBB) to optimize \( R \), which will be discussed with details in Section III-D. Given an approximate solution \( R_{k+1} \), the overall algorithm is summarized in Algorithm 1.

D. Riemannian Optimization Method with Barzilai–Borwein Steps

We now discuss how we obtain the optimal solution \( R \) via Riemannian optimization. In particular, the main computational work of ALM lies in solving the optimization subproblem:
argmin \( L_{\sigma_k}(R, W, y^k, \sigma^k) \). First, as \( W \) can be explicitly represented by \( R \), we plug the optimal solution of \( W \) (7) into this subproblem:

\[
\Phi_k(R) := \min_{W \in \mathbb{R}^{n \times n}} L_{\sigma_k}(R, W, y^k, \sigma^k)
\]

Subsequently, the least-squares approximation with respect to \( R \) (9) is transported to \( \mathbb{R}^k \), where

\[
T_k^\top(R) = P \odot R^\top + y^k / \sigma_k - \Pi_S(P \odot R^\top - y^k / \sigma_k)
\]

Then the optimal \( R^{k+1} \) can be computed as: \( R^{k+1} =\arg\min_{R \in \mathbb{R}^k} \Phi_k(R) \). In order to further simplify Equation (8), we leverage the orthogonal decomposition that correlates the projection \( \Pi_S(A) \) with its orthogonal complement \( \Pi_{S^\perp}(A) \), i.e., \( A = \Pi_S(A) \oplus \Pi_{S^\perp}(A) \). In particular, denote \( T(R) = \Pi_S(P \odot R^\top - y^k / \sigma_k) \), we have:

\[
T(R) = P \odot R^\top - y^k / \sigma_k - \Pi_S(P \odot R^\top - y^k / \sigma_k)
\]

Ignoring the constant term, the minimization of \( R \) in Equation (8) can be rewritten as:

\[
\min_{R \in \mathbb{R}^k} \Phi_k(R) := \langle C, R^\top R \rangle + h(P \odot R^\top - y^k / \sigma_k - T(R)\rangle
\]

The subproblem in Equation (10) is a virtually unconstrained Riemannian manifold optimization problem. Observing that \( \Phi_k(R) \) is continuously differentiable but may not be twice continuously differentiable, we thus apply a Riemannian gradient descent method with Barzilai–Borwein steps (RGBB) [11] to solve Equation (10) to a high-precision. The key idea of RGBB method lies in the explicit use of first-order information (gradient) of the objective function on one side, and, on the other side, in the implicit use of second-order information embedded in the step length through a rough approximation of the Hessian of the objective function. This is crucial in the solution of layout decomposition problems where computing the Hessian represents a heavy burden, owing to the large problem dimension.

Traditionally, given the problem \( \min f(x) \), where \( f \) is a smooth cost function in the Euclidean case, the simplest gradient-type method is the Newton method based on the steepest descent direction:

\[
x_{k+1} = x_k - \alpha_k \nabla f(x_k),
\]

where step length \( \alpha_k = H^{-1} \) (\( H \) is the Hessian matrix of \( f(x_k) \)). However, this ideal step length is usually unnecessarily expensive to compute for a general nonlinear cost function \( f \), such as \( \Phi_k(R) \) in our problem. Therefore, a more practical strategy is to identify a step length that achieves an adequate reduction in \( f \) with minimal cost.

The Barzilai–Borwein (BB) method [11] provides an alternative strategy for the clever choice of step length. Although it does not guarantee the steepest decrease of the objective function at each step, it yields impressive good practical performance. The basic idea of the BB method is to approximate the computationally expensive Hessian by solving, for \( k \geq 1 \), the least-square problem

\[
\min_{t} \| s_k t - y_k \|^2,
\]

with \( s_k := x_k - x_{k-1} \) and \( y_k := \nabla f(x_k) - \nabla f(x_{k-1}) \). Obviously, Equation (12) has the unique solution \( t = \frac{s_k^\top y_k}{s_k^\top s_k} \), which inexacty approximates the Hessian matrix of \( f(x_k) \). When \( s_k^\top y_k > 0 \), the BB step length is

\[
\alpha_{k}^{BB} = \frac{s_k^\top y_k}{s_k^\top s_k}.
\]

Then the gradient descent in Equation (11) becomes \( x_{k+1} = x_k - \alpha_k^{BB} \nabla f(x_k) \). In essence, the BB method is a quasi-Newton approach where the second-order information (Hessian matrix) is implicitly embedded in the step length \( \alpha_k^{BB} \) through a cheap approximation in Equation (13). The gradient descent with BB method in Euclidean space is illustrated in Fig. 3(a).

As in the Euclidean case, the idea of the RGBB method in our problem is to approximate the Riemannian Hessian of \( \Phi_k(R) \) at a certain point. In particular, at the \( k \)-th step, the Hessian is a linear map from \( T_{R_{k-1}} M \) to \( T_{R_k} M \), where \( T_{R_k} M \) is the tangent space at point \( R_k \). Similarly, we would like to use BB step size to approximate the Hessian in Riemannian optimization.

To begin with, instead of the subtraction \( x_k - x_{k-1} \), we now consider the vector \( -\alpha_{k-1} g_{k-1} \) belonging to \( T_{R_{k-1}} M \) and transport it to \( T_{R_k} M \), yielding

\[
s_k := -\alpha_{k-1} T_{R_{k-1}} \rightarrow R_k (g_{k-1}).
\]

Then, to obtain \( y_k \), we need to subtract two gradients lying in two different tangent spaces. To be coherent with the manifold structure and to work on tangent space \( T_{R_k} M \), this difference should be made after \( g_{k-1} \) is transported to \( T_{R_k} M \) so that

\[
y_k := g_k - T_{R_{k-1}} \rightarrow R_k (g_{k-1}).
\]

Subsequently, the least-squares approximation with respect to \( T_{R_k} M \) yields \( t = \frac{s_k^\top y_k}{s_k^\top s_k} \). Therefore, the Riemannian BB step length has the form:

\[
\alpha_{k}^{BB} = \frac{\langle s_k, y_k \rangle_{R_k}}{\langle s_k, s_k \rangle_{R_k}},
\]

providing that \( \langle s_k, y_k \rangle_{R_k} > 0 \). With BB step size, we can now update \( R_{k+1} \) with the retraction from \( R_k + \alpha_k^{BB} g_k \) to the smooth manifold \( M \), i.e., \( R_{k+1} = \text{Retr}_{R_k}(\alpha_k^{BB} g_k) \). The RGBB at \( k \)-th step is illustrated in Fig. 3(b), from which we can see that the main difference between Euclidean and Riemannian optimization is the retraction process. In practice, we implement a nonmonotone line search strategy [12] to guarantee the global convergence to stationary points. Now, the whole LRSDP framework is shown in Fig. 4.

E. Convergence Analysis of ALM

In this section, we consider the convergence of ALM in solving the factorized semidefinite program in (4). In nonlinear programming, the optimum \((R, W)\) necessarily satisfies the KKT conditions. Specif-
Theorem 1. Assume that the sequence \( \{R^k, W^k\} \) obtained by RGBB satisfies the condition (18) and let \( R^* \) and \( W^* \) be limit points of \( \{R^k\} \) and \( \{W^k\} \). Suppose \( \lim_{k \to \infty} \epsilon_k = 0 \) and \( \sigma_{k+1} = \sigma_k \). Then, \( \Phi_k(R^{k+1}) = \inf_{R \in M} \phi_k(R) \leq \epsilon_k \).

First, under the condition (18), we have the following conclusion for identifying the KKT condition satisfaction.

Theorem 2. Let \( X^* \) and \( W^* \) be limit point of \( \{X^k\} \) and \( \{W^k\} \). Assume that \( \{\epsilon_k\} \) is bounded. Then, we have \( h(W^*) < \infty \). For any \( X \in D \) and \( W \in R^{n \times n} \) satisfying \( h(W) < \infty \), we would have

\[
\|P \odot X - W\|^2_F \leq \|P \odot X^* - W^*\|^2_F.
\]

Here \( D = \{X | x_{ii} = 1, X \geq 0\} \) in our TPL decomposition problem. Moreover, if we further assume that \( \lim_{k \to \infty} \epsilon_k = 0 \) and \( \sigma_{k+1} = \sigma_k \) as in Theorem 1, then, \( \Phi_k(R^{k+1}) \) is a global minimizer of (5).

For any \( R \in M \) and \( W \in R^{n \times n} \), (20) holds according to Theorem 5.1 in [13]. Similarly, the global convergence of ALM follows from Theorem 5.2 in [13].

IV. Experimental Results

We implement LRSDP in C++, using Eigen [14] library as the backend and Spectra library [15] as the eigenvector solver. Then LRSDP is integrated into the OpenMPL framework [16] as an optional coloring solver. The experiments are conducted on the ISPD’19 benchmarks under the same problem setting as OpenMPL [16]. Each selected layer \( n \) on test \( m \) is represented by test\( m \_n \) in the following tables. For example, test\( 1 \_100 \) represents layer 100 on test 1 of ISPD2019. As OpenMPL uses one thread at solver level, to fairly compare the performance and efficiency of different solvers, we use one thread in OpenMPL for evaluation. All experiments are tested on a Linux machine with two 20-core Intel Xeon Gold 6230 CPUs @ 2.10GHz and 500 GB memory.

In this section, we demonstrate the effectiveness of LRSDP by comparing our method with three state-of-the-art TPL decomposition methods, including ILP [17], exact cover (EC) [16], and SDP [18] employing interior-point methods, all of which are available coloring algorithms in OpenMPL. Specifically, Gurobi is adopted as the ILP solver, and CSDP is utilized as the SDP solver. Our method leverages LRSDP for the decomposed subgraphs with \( > 24 \) vertices and uses CSDP for the rest, since CSDP is sufficiently fast on these tiny subgraphs. To be fair, both CSDP and LRSDP use double-precision. Meanwhile, to solve within a reasonable time, the three algorithms, including ILP, CSDP, and ours, which support setting up a time limit, are terminated when the runtime on a single subgraph exceeds one hour. We also set the total time limit for each test case to 16 hours. Note that test\( 4 \_102 \) and test\( 10 \_102 \) are not included in our experiments as they are so large that would cause a segmentation fault in OpenMPL before being sent to the coloring solver. All the other layers in ISPD’19 are included in our experiments, and they are divided into two tables based on whether they can be solved by all four decomposers or not. Fig. 5 shows the decomposition result for the case test\( 6 \_100 \) in ISPD’19 benchmarks.

First, TABLE 1 compares the results of the test cases that all four decomposers can solve. Among two SDP-based approaches, our method is 12.48× faster than CSDP on average with 5% lower cost. Notably, in large cases, our method can achieve up to 80.67× speed up with even better solution quality (see test\( 3 \_100 \) in TABLE 1). Besides, our approach can achieve 25.80× acceleration and 29% cost reduction compared to the search-based EC algorithm. The ILP outperforms other algorithms for cost yet suffers the most in efficiency. More specifically, our method is 186.62× faster than ILP and only increases about 11% cost, which makes a better trade-off between performance and efficiency.

Second, TABLE 2 presents the results of cases in which some algorithms crash (‘Failed’ in table) or exceed the time limit (‘TLE’ in table). From this table, we observe that our method is able to deal with fairly large cases within the time limit, whereas CSDP is prone to fail on these large layouts. What’s more, the runtime of interior-point-based CSDP increases dramatically with the rising of problem size, demonstrating the stability and scalability of decomposition-based LRSDP. The EC algorithm is unable to obtain a feasible solution after limiting the runtime of a single subgraph, while its total runtime is also unacceptable in large-scale layouts. ILP may obtain a feasible solution by constraining the running time, yet the solution quality will decrease significantly with limited runtime. Taking test\( 4 \_101 \) as an example, our approach can achieve 46% lower cost than ILP. Our method costs more time here on test\( 4 \_101 \) because SDP typically
requires a rounding procedure to recover the solution to the original problem. Besides, on test6_100, our approach is 53× faster than ILP. In addition, our algorithm can further be adjusted from double-precision to single-precision, which can bring about a 2× speed-up in large cases. Generally, the experimental results demonstrate the robustness and effectiveness of our method on large test cases that other state-of-the-art methods cannot solve.

V. Conclusion

In this paper, we propose a scalable low-rank SDP solver for the large-scale TPL decomposition problem. Specifically, the augmented Lagrangian method (ALM) is leveraged here to solve the nonlinear and nonconvex semidefinite program after low-rank decomposition. To fully utilize the problem structure, we restrict the optimization of variables on a smooth manifold and adopt a Riemannian gradient descent method with Barzilai–Borwein steps (RGBB) to solve the subproblem with high efficiency. Experimental results show that our methods are very effective on dense layouts. Specifically, compared with state-of-the-art TPL decomposition algorithms, our proposed LRSDP achieves 186×, 25×, and 12× speed-up with decent solution quality on ISPD’19 benchmarks. In general, the proposed low-rank SDP solver is robust and effective in solving large-scale TPL decomposition problems. We expect to see more optimization-based research on physical design flow as our algorithm provides a new research direction for solving quadratic programs efficiently.
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