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ABSTRACT

Due to the cost and design complexity associated with advanced technology nodes, it is difficult for traditional monolithic System-on-Chip to follow the Moore’s Law, which means the economic benefits have been weakened. Semiconductor industries are looking for advanced packages to improve the economic advantages. Since the multi-chiplet architecture supporting heterogeneous integration has the robust re-usability and effective cost reduction, chiplet integration has become the mainstream of advanced packages. Nowadays, the number of mounted chiplets in a package is continuously increasing with the requirement of high system performance. However, the large area caused by the increasing of chiplets leads to the serious reliability issues, including warpage and bump stress, which worsens the yield and cost. The multi-package architecture, which can distribute chiplets to multiple packages and use less area of each package, is a popular alternative to enhance the reliability and reduce the cost in advanced packages. However, the primary challenge of the multi-package architecture lies in the tradeoff between the inter-package costs, i.e., the interconnection among packages, and the intra-package costs, i.e., the reliability caused by warpage and bump stress. Therefore, a co-design methodology is indispensable to optimize multiple packages simultaneously to improve the quality of the whole system. To tackle this challenge, we adopt mathematical programming methods in the multi-package co-design problem regarding the nature of the synergistic optimization of multiple packages. To the best of our knowledge, this is the first work to solve the multi-package co-design problem.

1 INTRODUCTION

Semiconductor industries have driven the development of chips to follow the Moore’s Law for over half a century. The economic advantages of integrating more and more transistors on a single die are decreasing for recent decades. Nowadays, limited foundries can afford the high costs. Therefore, many foundries, such as TSMC, Samsung, and Intel, are developing advanced package techniques, including heterogeneous integration with 2.5D packaging, to provide promising solutions to respond the increasing cost of more-Moore scaling. The heterogeneous integration roadmap, led by industries and academic societies, identifies the challenges and necessity to develop advanced package techniques [1].

Since chiplet enables several features, including low cost, heterogeneous integration, and drop-in design method, it is widely used for advanced package designs nowadays [2]. Feng et al. [3, 4] build effective cost models to explain the benefits of chiplet integration from the perspective of cost and yield. However, the large sizes of advanced packages become the bottleneck of the further saving of cost for chiplet integration [3]. The yield reduction caused by the reliability issues induced by the large size dramatically increases the cost of advanced packages. The higher risks of reliability issues are induced by the higher degree of coefficient thermal expansion (CTE) mismatch, such as bump joint reliability affected by stress, chiplet cracking, and substrate cracking affected by warpage [5–8]. Warpage is an unconventional bending out of the shape.

Maintaining reliability of packages is becoming more challenging as the sizes of the substrates continue to increase and greater stress is exerted on the substrates. To guarantee the ever-increasing computation, heterogeneous integration techniques have evolved with larger logic chiplets surrounded by different node chiplets mounted, or greater numbers of memories mounted around logic chiplets [5]. A system, which is constructed by multiple packages based on the chiplet integration, can efficiently improve the benefits of heterogeneous integration. The illustration of the multi-package architecture is shown in Fig. 1. The multi-package architecture includes four packages. Twelve chiplets are assigned to the four packages. To reduce the bump stress, which may cause the deformation of bumps, the macros should avoid being placed on the bumps. Due to the reduction of the package size by partitioning the whole system into several packages, the reliability and cost are effectively improved. Furthermore, the reuse of packages further reduces the cost. Although the interconnection cost between different packages is introduced in the multi-package systems, it will be effectively reduced in this work. The products of Siemens and Cadence, such as Xpedition and Cadence Allegro, have been designed for multi-package systems. The multi-package systems have been used for different applications [9].

1.1 Previous Work

The typical papers for different types of related work are selected and compared in this section. The work proposed for the physical design of on-chip problems, such as [10–14], cannot be directly scaled to solve package problems, and does not consider the reliability issues of...
advanced packages. The details of the differences between this work and the previous work are summarized in Section 3. The analysis shows the necessity to design new methods for the multi-package co-design problem. Therefore, the new mathematical programming methods are adopted regarding the nature of the problem.

The work proposed for the physical design of package problems, such as [15, 16], is not suitable for the multi-package co-design problem. They are designed for the chiplet-level problems, which makes the assignment of macros impossible. Furthermore, the reliability issues are not considered. Fig. 2 shows the different designs of chiplet integration. The macros, which should be processed, are illustrated in Fig. 2a. The circles around the macros are the bumps, which should have no overlap with macros to avoid the deformation. Based on the conventional work [15, 16], the macros have been assigned to four chiplets with similar area, and the chiplets should be placed in one package as shown in Fig. 2b. Since all the chiplets near each other, the interconnection of one-package design is better. To optimize the area of package as much as possible, the area of the whole design is reduced to 1222 mm². However, the macros have overlaps with the bumps. The overlaps between bumps and macros increase the stress on the bumps, which may lead to the cracking of bumps. Furthermore, the warpage is not reduced to optimize the reliability. For the one-package design, the warpage is 696 μm.

Jung et al. [17] analyze the bump stress issue. Fig. 2c shows the multi-package architecture designed to optimize the bump stress issue. The four chiplets are distributed to three packages. Compared with the one-package design, the total area increases and the inter-package connections are induced. However, the overlaps between macros and bumps are avoided. Therefore, the bump stress can be effectively reduced. Furthermore, since the area of each package is reduced, the maximum area of packages and the warpage are reduced to 646 mm² and 379 μm, respectively. Compared with the one-package design, the area is reduced by 47%, and the warpage is reduced by 46%. Since the warpage is not the objective of this design, the warpage can be further reduced.

Fig. 2d shows the solution of multi-package co-design, including three packages. The four chiplets are distributed to the three packages. Compared with the design of Fig. 2c, it has the same interconnection cost and the similar maximum area of packages. However, the total area is reduced. The warpage is effectively reduced to 251 μm. Compared with the design only considering bump stress, the warpage is reduced by 34%. Therefore, the multi-package co-design can achieve the best quality for the optimization of both intra-package costs and inter-package costs.

1.2 Our Contributions

In this paper, the multi-package co-design problem is defined, and the methods for solving the problem are explored. For the solutions of the defined problem, both the intra-package costs and inter-package costs should be optimized. The major contributions are shown below:

- With the increasing of the size of advanced packages, it is difficult to maintain reliability and optimize cost. Therefore, the multi-package architecture is a popular alternative. To the best of our knowledge, this is the first work proposed to overcome the primary challenge of the multi-package co-design problem, which is the tradeoff between the inter-package cost and reliability.
- The critical reliability issues, including warpage and bump stress, are effectively optimized. An effective warpage model is formulated for the effective calculation. Then, the warpage can be effectively reduced based on the threshold specified by users. Furthermore, the design region is constrained to avoid the deformation of bumps.
- The mathematical programming (MP) method is adopted regarding the nature of the multi-package co-design problem. Firstly, a one-pass MP (OPMP) method and a partition-based MP (parMP) method are proposed as the baselines. Then, a hierarchical MP (hieMP) method is proposed to improve the efficiency compared with the two baselines.
- Experimental results show that the performance and reliability issues of large benchmarks can be efficiently optimized by hieMP. Furthermore, hieMP can also help for users to choose proper package architectures considering the bottleneck of systems, interconnection cost or reliability.

This paper is organized as follows. Section 2 presents the reliability issues and the problem formulation. Section 3 introduces the technical details of the proposed methods. Section 4 and Section 5 present the experimental results and conclusion, respectively.
2 PRELIMINARIES

2.1 Reliability Issues

2.1.1 Warpage. Warpage is an unconventional bending out of the shape. It is one of the most serious reliability issues for advanced packaging. Due to the CTE mismatch of different materials, the package will bend. The serious shape change will cause the cracking of chiplets and substrates. The warpage is measured by the vertical height variation of the positions of a package. In this work, we control the warpage of packages from the centers to all the edges. An effective warpage computing model introduced in [18, 19] is used for the multi-package designs. The calculation of warpage is shown below:

\[
  w(x) = \frac{t \cdot \Delta \alpha \cdot \Delta T}{2 \cdot \lambda \cdot D} \left[ \frac{1}{2} x^2 - \frac{\cosh(kx) - 1}{k^2 \cosh(kl)} \right],
\]

where \( \Delta \alpha \) and \( \Delta T \) are the difference of CTE between the chiplets and the substrate and the thermal load, respectively. \( t, \lambda, D, \) and \( k \) are the material-related coefficients. This model is built by taking the center of a package as the origin. \( x \) and \( l \) are half the length of a chiplet and half the length of a substrate, respectively.

The critical parameters affecting warpage include mold thickness, molding materials, and the ratio of chiplet to package area [7, 8]. Since the ratio of chiplet to package area, \( ar \), is positive correlation with warpage, it is modeled as below:

\[
  ar = \frac{\sum_{c_i \in C} a_{c_i}}{\sum_{p_i \in P} a_{p_i}},
\]

where \( c_i \) and \( p_i \) represent the \( i \)-th chiplet in the chiplet set \( C \) and the \( l \)-th package in the package set \( P \), respectively. \( a_{c_i} \) and \( a_{p_i} \) represent the area of \( c_i \) and \( p_i \), respectively. The warpage can be reduced by decreasing \( ar \).

2.1.2 Bump Stress. The stress induced by bumps is also one of the most serious reliability issues for advanced packaging. With the development of advanced package technology, the stress levels induced by bumps become higher, which should be reduced to avoid the deformation of components [20, 21]. According to the analysis of [17], the edges of bumps have the high stress caused by the placement of components near the bumps, which increases the risks of bump crack. In this work, the stress around the bump edges is controlled to reduce the risks of bump crack.

2.2 Problem Formulation

The inputs of this work include a netlist \( N \), a set of macros \( M \), a set of chiplets \( C \), and a set of packages \( P \). The output is the floorplanning solution which should assign macros to chiplets, assign chiplets to packages, place macros within chiplets, and place chiplets within packages.

Since multiple design factors are optimized in this work, and they have different levels of priority, the objective is set to a two-level formulation. The first-level objective is formulated as below:

\[
  \min \beta_1 \times w_l + \beta_2 \times oh_C + \beta_3 \times oh_P + \beta_4 \times \sum_{p_i \in P} a_{p_i}
\]

s.t. \( w_{pg_{p_i}} \leq w_{pg_{p_i}} \forall p_i \in P \),

where \( w_l, oh_C, oh_P, w_{pg_{p_i}} \), and \( w_{pg_{p_i}} \) represent HPWL, inter-chiplet cost, inter-package cost, the warpage of \( p_i \), and the warpage threshold of \( p_i \), respectively. \( w_{pg_{p_i}} \) is a user-specified threshold, which can be set based on the total area of macros, the estimated width of each package, and the estimated height of each package. \( \beta_i \) represents the user-defined coefficient which can be modified for the tradeoff of multiple objectives. \( oh_C \) is the number of inter-chiplet connections between each source-sink pair. \( oh_P \) is the number of inter-package connections between each source-sink pair. Since this work is dedicated to solving the problem in the early design stage, it is difficult and time-consuming for overhead analysis to use more practical interconnection. Therefore, \( oh_C \) and \( oh_P \) are used to calculate overhead cost.

The second-level objective is to minimize the ratio of chiplet to package area, \( ar \). Since the warpage of each package is reduced in Equation (3), and the priority of \( ar \) is not higher than that of Equation (3), \( ar \) is set to the second-level objective.

In this work, there are three types of constraints. The first type is overlap constraints. Each macro cannot overlap with other macros. Each chiplet cannot overlap with other chiplets. Each package cannot overlap with other packages. The second type is warpage constraints. As shown in Equation (3), the warpage of each package \( p_i \) cannot be larger than the threshold. The third type is bump margin constraints. Margin spacing is defined to avoid the stress around bumps which may cause the deformation of bumps.

The illustration for the bump margin constraints is shown in Fig. 3. The circles represent bumps. Since it is difficult to completely avoid the location overlap between macros and bumps, bumps are classified to two types. The first type is the hotspot bumps represented by the purple circles. The second type is the regular bumps represented by the light blue circles. The bumps, which have higher risks of the deformation, are regarded as the hotspot bumps. The bump margin constraints are only suitable for the hotspot bumps. The dotted boxes shows the zoom-in region of a hotspot bump. For the bump margin constraints, the macros cannot overlap with the hotspot bumps and the spacing regions. The spacing region of a hotspot bump is represented by the blue circle in Fig. 3b.

3 TECHNICAL DETAILS

In this section, the proposed methods will be introduced in detail. The differences between this work and the previous partitioning or floorplanning work and the challenges are shown below:

- For the floorplanning solutions generated by the methods of this work, assigning macros to chiplets and assigning chiplets to packages should be optimized.
- For each chiplet or package, the outline is not fixed. The fixed outline will limit the optimization ability of reliability for the multi-package architecture.
The locations of bumps are fixed for the board with fixed-outline. However, the bumps are non-fixed within the soft-outlines of chiplets and packages since the locations, widths, and heights of chiplets and packages are variables.

Due to the existing of bumps, the bounding box of a board should have enough dead space, which makes the convergence of solutions difficult.

Considering the above analysis, the programming-based methods are proposed to solve the multi-package co-design problem. For each package $p_i \in P$, the soft-outline and location are controlled by the variables $w_{pi}$, $h_{pi}$, $x_{pi}$, and $y_{pi}$, which represent the width, height, x-coordinate of lower-left corner, and y-coordinate of lower-left corner of $p_i$ respectively. For each chiplet $c_k \in C$, the soft-outline and location are controlled by the variables $w_{ck}$, $h_{ck}$, $x_{ck}$, and $y_{ck}$, which represent the width, height, x-coordinate of lower-left corner, and y-coordinate of lower-left corner of $c_k$, respectively. The whole multi-package design is implemented on the board with bounding box. The size of the bounding box is $W \times H$. Since the problem defined in this work is complicated, it is difficult to formulate a linear, convex, or differentiable model. Therefore, the general MP models, including linear formulas, quadratic formulas, and non-differentiable formulas, are designed to solve the problem.

### 3.1 One-Pass MP Method

Firstly, the multi-package co-design problem is formulated as an MP problem, and solved by MP solver. To realize the desired design purposes, the following constraints should be satisfied.

For each macro $m_i \in M$, it cannot overlap with other macros and thus can be constrained as:

$$
x_{m_i} + w_{m_i} \leq x_{m_j} + W \cdot (p_i, j + q_i, j),
$$

$$
y_{m_i} + h_{m_i} \leq y_{m_j} + H \cdot (1 + p_i, j - q_i, j),
$$

$$
x_{m_i} - w_{m_i} \geq x_{m_j} - W \cdot (1 - p_i, j + q_i, j),
$$

$$
y_{m_i} - h_{m_i} \geq y_{m_j} - H \cdot (2 - p_i, j - q_i, j),
$$

$$p_i, j, q_i, j \in \{0, 1\},
$$

$$1 \leq i < j \leq |M|,
$$

where $x_{m_i}$, $y_{m_i}$, $w_{m_i}$, and $h_{m_i}$ represent the x-coordinate of lower-left corner, y-coordinate of lower-left corner, width, and height of $m_i$, respectively. $p_i, j$ and $q_i, j$ are used to identify the relative locations of $m_i$ and $m_j$. For example, the value $(0, 0)$ of $(p_i, j, q_i, j)$ is used to identify the situation, where $m_i$ is on the left of $m_j$. The overlap of this situation is constrained as Equation (4). The overlap between chiplets or packages is also constrained by the formulations similar to Equations (4)–(9). The chiplets and packages are not necessary to be rotated since they are controlled by variables $w_{c_k}$, $h_{c_k}$, $w_{p_i}$, and $h_{p_i}$, however, all macros in this work can be rotated. Therefore, the $w_{m_i}$ and $h_{m_i}$ of each macro $m_i$ can be formulated as:

$$w_{m_i} = r_{m_i} \cdot h_{m_i}^0 + (1 - r_{m_i}) \cdot w_{m_i}^0,
$$

$$h_{m_i} = r_{m_i} \cdot w_{m_i}^0 + (1 - r_{m_i}) \cdot h_{m_i}^0,
$$

where $w_{m_i}^0$ and $h_{m_i}^0$ represent the original width and height of input data, respectively. $r_{m_i}$ is a 0-1 variable designed to identify whether $m_i$ is rotated compared with the original input data.

For each macro $m_i \in M$, it should be assigned to a chiplet and thus can be constrained as:

$$
\sum_{c_k \in C} t_{i, k} = 1, \forall m_i \in M,
$$

where $t_{i, k}$ is a 0-1 variable representing whether $m_i$ is assigned to a chiplet $c_k$. For each chiplet $c_k \in C$, it should be assigned to a package and thus can be constrained as:

$$
\sum_{p_i \in P} u_{k, i} = 1, \forall c_k \in C,
$$

where $u_{k, i}$ is a 0-1 variable representing whether $c_k$ is assigned to a package $p_i$.

To balance the area of each chiplet $c_i \in C$, the constraints are formulated as:

$$
\sum_{m_i \in M} (a_{m_i}) \cdot a_{c_i}^b \geq a_{c_i}^0 \forall c_k \in C,
$$

where $a_{m_i}$ represents the area of $m_i$, $a_{c_i}^b$ represents the lower bound of chiplet area $a_{c_i}$, and it is calculated as:

$$a_{c_i}^b = \frac{a_{CM} \times rr}{|C|}, \forall c_k \in C,
$$

where $a_{CM}$ and $rr$ represent the total area of all macros and the relaxation ratio of $a_{CM}$, respectively. $rr$ is a user-defined coefficient. Since the shapes and areas of macros are different, $a_{c_i}^b$ without the relaxation ratio $rr$ may lead to the failure of chiplet partition. The similar constraints are formulated to balance the chiplets in each package.

For each macro $m_i \in M$ belonging to chiplet $c_k \in C$, $m_i$ should be completely placed within $c_k$ and thus can be constrained as:

$$x_{c_k} \leq x_{m_i} + W \cdot (1 - t_{i, k}),
$$

$$y_{c_k} \leq y_{m_i} + H \cdot (1 - t_{i, k}),
$$

$$x_{m_i} + w_{m_i} \leq x_{c_k} + w_{c_k} + W \cdot (1 - t_{i, k}),
$$

$$y_{m_i} + h_{m_i} \leq y_{c_k} + h_{c_k} + H \cdot (1 - t_{i, k}).
$$

Equations (16)–(19) limit that $m_i$ cannot exceed the four boundaries of $c_k$. For example, $m_i$ will not exceed the left boundary of $c_k$ if $t_{i, k}$ is 1 which means $m_i$ should completely be placed within $c_k$. The location of $c_k$ completely within the belonging package $p_i$ is also constrained by the formulations similar to Equations (16)–(19).

To realize the desired reliability, warpage is constrained for each chiplet

$$w'(x) = \frac{t \cdot \Delta a \cdot \Delta T}{2 \cdot \lambda \cdot D} \left[ 1 - \frac{1}{2} - \frac{(kx)^2 + (1/2 - 1/k^2 \cosh(kl))}{k^2 \cosh(kl)} \right].
$$

The curves of the original model and the approximate model are shown in Fig. 4. The two models have the same curves. Based on the experimental results, the approximate model is effective to optimize the reliability within the practical value range.

For each package $p_i \in P$, the warpages are constrained as:

$$wp_{p_i}^x \leq wp_{p_i}^g, \forall p_i \in P,
$$

$$wp_{p_i}^y \leq wp_{p_i}^g, \forall p_i \in P,
$$
According to Equation (2), the macros should be partitioned into different chiplets. The chiplets can be formulated and solved by MP solver in this stage. The second stage is proposed corresponding to the conventional MP method. parMP is not fast enough. Therefore, a hierarchical MP method, hierMP, is proposed in this section. The design flow of hierMP is shown in Fig. 6. hierMP can be divided into two stages. The first stage is MP-based partition for chiplets and packages. In this stage, the same objective of this stage is formulated as:

\[
\inf \beta_1 \times w_l + \beta_2 \times oh_C + \beta_3 \times oh_p + \beta_4 \times \sum_{p_l \in P} a_{p_l} + \gamma \times \sum_{c_k \in C} a_{c_k}. \tag{26}
\]

According to Equation (2), \(\sum_{c_k \in C} a_{c_k}\) is added into Equation (3) to simultaneously optimize the two-level objective. Furthermore, since the priority of Equation (3) is higher than that of Equation (2), \(\gamma\), which is a user-defined coefficient, is set to a unit value.

### 3.2 Partition-Based MP Method

Due to the complexity of the one-pass MP (OPMP) method, it is difficult for the solutions to converge. Therefore, a partition-based MP method, parMP, is proposed corresponding to the conventional physical design flow. The first stage is the partitioning of macros. The macros should be partitioned into different chiplets. The chiplets should be partitioned into different packages. In this stage, an MP model is formulated and solved by MP solver. The second stage is the floorplanning of macros. Compared with OPMP, a simplified MP model is formulated and solved by MP solver in this stage.

For the first stage, Equations (12)–(13) are necessary to constrain the assignment of macros and chiplets. Equations (14)–(15) are also necessary to keep the balance between different chiplets. The objective of this stage is formulated as:

\[
\inf \beta_2 \times oh_C + \beta_3 \times oh_p, \tag{27}
\]

where \(oh_C\) and \(oh_p\) are calculated based on Equation (26). The calculation based on the set of edges is shown below. The set of edges \(E\) is extracted from \(N\). Each \(e_{i,j} \in E\) connects the start macro \(m_i\) and the terminal macro \(m_j\) of a net. For each edge \(e_{i,j} \in E\), the inter-chiplet cost \(oh_{e_{i,j}}^C\), which is a 0-1 variable, is formulated as:

\[
\begin{align*}
oh_{e_{i,j}}^C & \geq t_{i,k} - t_{j,k}, \forall c_k \in C, \quad \tag{28} \\
nh_{e_{i,j}}^C & \geq t_{j,k} - t_{i,k}, \forall c_k \in C. & \tag{29}
\end{align*}
\]

If the two macros belong to the same chiplet, \(oh_{e_{i,j}}^C\) is 0. If the two macros belong to different chiplets, \(oh_{e_{i,j}}^C\) is 1. Therefore, \(oh_C\) can be formulated as:

\[
\begin{align*}
oh_C & = \sum_{e_{i,j} \in E} oh_{e_{i,j}}^C. & \tag{30}
\end{align*}
\]

For each edge \(e_{i,j} \in E\), \(v_{i,j}\) is used to identify whether macro \(m_i\) belongs to package \(p_l\) and can be formulated as:

\[
v_{i,j} = \max \{0, |t_{i,k} + u_{k,l} - 1| |c_k \in C\}. \tag{31}
\]

If \(v_{i,j}\) is 1, \(m_i\) belongs to \(p_l\); otherwise, \(m_i\) does not belong to \(p_l\). Like Equations (28)–(29), the inter-package cost \(oh_{e_{i,j}}^P\), which is a 0-1 variable, can be formulated as:

\[
\begin{align*}
oh_{e_{i,j}}^P & \geq v_{i,j} - v_{j,i}, \forall p_l \in P, \quad \tag{32} \\
nh_{e_{i,j}}^P & \geq v_{j,i} - v_{i,j}, \forall p_l \in P. & \tag{33}
\end{align*}
\]

If the two macros belong to the same package, \(oh_{e_{i,j}}^P\) is 0. If the two macros belong to different packages, \(oh_{e_{i,j}}^P\) is 1. Therefore, \(oh_p\) can be formulated as:

\[
\begin{align*}
oh_p & = \sum_{e_{i,j} \in E} oh_{e_{i,j}}^P. & \tag{34}
\end{align*}
\]

For the second stage, the constraints which are not considered in the first stage are formulated. The objective is formulated as:

\[
\begin{align*}
\inf \beta_1 \times w_l + \beta_4 \times \sum_{p_l \in P} a_{p_l} + \gamma \times \sum_{c_k \in C} a_{c_k}. & \tag{35}
\end{align*}
\]
The macros are assigned to chiplets, and the chiplets are assigned to packages. Both the inter-chiplet and the inter-package cost are optimized.

The second stage is hierarchical floorplan. This stage has four steps, including: (1) MP-based partition for batches; (2) low-level macro floorplan; (3) high-level batch floorplan; and (4) macro adjustment. The illustration of the design flow is shown in Fig. 7.

In the first step, a user-defined batch size $bhs$, which is the basic number of macros in a batch, is specified. $bhs$ should be assigned a proper value for the tradeoff between runtime and solution quality. Users can set $bhs$ according to the geometric property of each macro and the expected batch number of each chiplet. For each chiplet $c_k \in C$, the number of batches is calculated as:

$$|BH^{c_k}| = |M^{c_k}|/bhs,$$  (36)

where $BH^{c_k}$ and $M^{c_k}$ represent the set of batches and the set of macros belonging to $c_k$, respectively. For each macro $m_i^{ck} \in M^{c_k}$, it should belong to one batch and thus can be constrained as:

$$\sum_{bh^{ck}_{jk}} w_{i,j} = 1, \forall m_i^{ck} \in M^{c_k},$$  (37)

where $w_{i,j}$ is a 0-1 variable representing whether $m_i^{ck}$ is assigned to $bh^{ck}_{jk}$. To balance the number of macros in each batch, $w_{i,j}$ is constrained as:

$$bh_{lb}^{ck} \leq \sum_{m_i^{ck} \in M^{c_k}} w_{i,j} \leq bh_{ub}^{ck}, \forall bh^{ck}_{jk} \in BH^{c_k},$$  (38)

where $bh_{lb}^{ck}$ and $bh_{ub}^{ck}$ represent the lower bound and the upper bound of batch size. They are user-defined values. The objective of this step is to minimize the interconnection between different batches. The calculation of interconnection is similar to that of oh$_C$. The area of macros in each batch can also be balanced based on the similar inequality, however, it is not easy to control the area conditions since the differences of the macro areas can be very large.

As shown in Fig. 7, the macros of each chiplet are partitioned into different batches in the first step. Then, the floorplanning solution of each batch is generated in the second step. An MP method is formulated and solved by MP solver for the second step. To avoid the overlap between macros, the constraints like Equations (4)–(9) should be formulated. The objective is to minimize the area of each batch. For each batch $bh^{ck}_{jk} \in BH^{c_k}$, the objective is formulated as:

$$\inf w_{fj}^{ck} \times h_{ck}^{j},$$  (39)

where $w_{fj}^{ck}$ and $h_{ck}^{j}$ represent the width and height of $bh^{ck}_{jk}$, respectively. This step is an iterative process with the increase of dead space ratio. The fixed-outline of each batch $bh^{ck}_{jk}$ is calculated based on the dead space ratio $d_{sr}$ as:

$$w_{bh} = h_{bh} = \sqrt{e_M \times (1 + d_{sr})},$$  (40)

where $w_{bh}$, $h_{bh}$, and $e_M$ represent the width of the fixed-outline, the height of the fixed-outline, and the total area of the macros belonging to $bh^{ck}_{jk}$, respectively. The initial $d_{sr}$ is 0.1. For each iteration step, $d_{sr}$ increases by 0.5. If the feasible floorplanning solution is generated by the MP method, the iteration will end.

In the third step, all the batches are processed to construct the multi-package architecture. An MP model is formulated like that of the second stage of parMP and solved by MP solver. However, the complexity of this step is efficiently reduced compared with parMP because of the hierarchical structure. The transform from macros to batches reduces the number of the processed components.

Finally, the absolute coordinates of macros are calculated in the last step. Because the macros can only get the relative coordinates corresponding to batches in the second step.

### 4 EXPERIMENTAL RESULTS

The proposed methods in this work are implemented in C++ language on a Linux server with 64GB memory. Since the related work, such as [15] and [16], only processed the entire chiplets, the macros were not considered. Therefore, these benchmarks are not suitable for the problem in this work. The conventional benchmarks GSRC, which are also adopted in [10], are chosen in this work. Due to the limitation of pages, the details of GSRC can be obtained from [22]. The Gurobi optimizer [23] is adopted in this work to solve the MP models. In this paper, the proposed methods are tested for two package architectures, including multi-chiplet single-package (MCSP) architectures and multi-chiplet multi-package (MCMP) architectures. Each MCSP architecture includes two chiplets and one package, and each MCMP architecture includes four chiplets and two packages.
In this section, the convergence of the proposed methods is analyzed. The data of this section is generated from n10 which is a benchmark with 10 macros. The package architecture is MCSP. To illustrate the difference of the convergence of the proposed methods, the gap between the feasible solution of each optimization step and the final optimized solution is normalized as shown in Fig. 8. The ratio represents the normalized gap. The ratio is 1 means that the current feasible solution is an initial solution. The ratio is 0 means that the final optimized solution has been generated. As shown in Fig. 8, the solutions gradually converge to the final optimized solution with the increase of time. hieMP has the best convergence speed compared with the other methods. hieMP can get the final optimized solution within 200 seconds. However, parMP and OPMP cannot converge within 1000 seconds. For parMP and OPMP, parMP has better convergence speed. In conclusion, the efficiency of hieMP is better than that of parMP and OPMP.

### 4.2 The Comparison of the Proposed Methods

In this section, the optimization of different factors is compared between the proposed methods. The methods are analyzed based on the MCSP architecture. The experimental results are shown in Table 1, where "HPWL", "ohC", "PA", "ar", "WPG", "Cost", "Time", "Ratio", and "Speedup" represent the estimated wirelength based on the half perimeter wirelength model, the inter-chiplet cost, the total area of packages, the ratio of chiplet to package area, the maximum warpage from the centers of packages to all the edges of packages, the total cost, the runtime, the ratio of the total cost compared with OPMP, and the speedup ratio compared with OPMP, respectively. "Cost" is calculated based on Equation (26). The coefficients $\beta_1$, $\beta_2$, $\beta_3$, $\beta_4$, and $\gamma$ are set to 1, 10, 100, 1, and 0.00001, respectively. These settings are also adopted in the proposed methods.

Since the problem solved in this work is complicated, it is difficult for solutions to converge to the final optimized solution. Therefore, the runtime of the MP solver is limited to generate the best-effort solutions. The runtime limitation of OPMP is 8 hours. The runtime limitations of the two stages in parMP are 1 hour and 7 hours, respectively. The runtime limitation of the first stage in hieMP is 1 hour. For the second stage of hieMP, the runtime limitations of the partition of batches for each chiplet, the floorplan of each batch, and the high-level batch floorplan are 100 seconds, 50 seconds, and 1 hour, respectively.

For the two baselines, OPMP can achieve better solutions for n10 compared with parMP. However, since the convergence of parMP is better than that of OPMP, parMP can achieve better solutions compared with OPMP within the limited runtime for larger benchmarks. Furthermore, both OPMP and parMP cannot generate feasible solutions for large benchmarks, including n100, n200, and n300, within the limited runtime.

hieMP can generate feasible solutions for all benchmarks within the limited runtime. Since the macros are partitioned into multiple batches in hieMP and the batches are placed within limited bounding boxes, hieMP cannot achieve better solutions compared with OPMP.
4.3 The Comparison of Different Architectures

The proposed methods are also applicable for the MCMP architectures. The experimental results of hieMP are shown in Table 2. Since n10–50 are not large enough to construct two packages, these benchmarks are not tested. According to the experimental results in Table 1, OPMP and parMP cannot converge within the limited runtime, therefore, these methods are not tested. The "ohp" represents the inter-package cost. Since the small benchmarks are not suitable for the MCMP architectures, the three representative benchmarks, n100–300, are chosen to compare the differences of the two package architectures. As shown in Table 2, the factors related to the reliability issues, including "PA" and "WPG", are effectively optimized by the MCSP architectures. Compared with the MCSP architectures, the MCMP architectures can achieve 2% reduction of package area on average. The MCMP architectures can also achieve 24% reduction of warpage on average. However, it is predictable that the optimized "ohc" and "ohp" of the MCMP architectures are larger than those of the MCSP architectures. The users can choose proper package architectures based on the proposed methods according to the bottleneck of systems. For example, if the bottleneck of a system is reliability, such as warpage, the MCMP architectures can be chosen and optimized by hieMP. If the bottleneck of a system is interconnection cost, the MCSP architectures can be chosen and optimized by hieMP. Therefore, on the one hand, hieMP is effective to optimize the reliability issues for the multi-package co-design problem. On the other hand, hieMP can also help the users to choose proper package architectures with the tradeoff between performance and reliability.

4.4 The Effectiveness of Warpage Control

For hieMP, the ability of warpage control is analyzed in this section. Since the unit of benchmarks, which is μm, is too small compared with the practical packages, the experimental results shown in Table 1 and Table 2 are not generated based on the challenging threshold of warpage. Furthermore, the approximate warpage model, shown in Equation (20), is not suitable for tiny package size, which is not practical. Therefore, the warpage control of hieMP is tested based on the modified unit, which is 50 μm, in this section. The threshold of warpage, which is the \( \text{wpct}_{\mu} \) of Equations (21)–(22), is set to 60 μm. The benchmark n200, where the \( \text{wpct}_{\mu} \) and \( \text{wpct}_{\mu}^y \) of Equations (21)–(22) have the largest gap, is chosen to test hieMP. The experimental results are listed in Table 3. Compared with the hieMP without the warpage control, the complete hieMP can achieve 5% reduction of package area, and 17% reduction of warpage. In conclusion, hieMP can effectively optimize reliability.

5 CONCLUSION

The multi-package architecture is a popular alternative to optimize the reliability and cost for advanced packages. To the best of our knowledge, this is the first work to overcome the primary challenge of the multi-package co-design problem, which is the tradeoff between interconnection cost and reliability. Three mathematical programming methods, including OPMP, parMP, and hieMP, are proposed to optimize the interconnection cost and reliability for the proposed problem. Compared with the two baselines, OPMP and parMP, the hierarchical mathematical programming method (hieMP) has the better efficiency to effectively optimize the interconnection cost and reliability issues, including warpage and bump stress, for large benchmarks. Furthermore, hieMP can also help for users to choose proper package architectures considering the tradeoff between performance and reliability.
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