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Academic Org: Dept of Computer Sci & Engg — Subject: Al: Systems & Tech

Course: AIST4010 Course ID: 013173 Eff Date: 2024-07-01 Crse Status: Active Apprv. Status: Approved [Course Rev]
Foundation of Applied Deep Learning & EE 2238 £ 1

This course covers how to use deep learning techniques to resolve real-life computational problems, handling different kinds of data. We start the course by introducing the
problem-solving paradigm with deep learning: data preparation, building the model, training the model, model evaluation, and hyper-parameter searching. Then, we fill in the
details in the paradigm. Regarding the deep learning models, we will go from the simplest linear regression model, towards the relatively complicated models. To handle
various data types, that is, the structured data, images, text, sequences, signals, and graphs, in our daily life, we would cover CNN/ResNet, RNN/LSTM, Attention, and GNN
models. In addition to the above paradigms, we will also cover the commonly used techniques to handle overfitting. We would briefly go through the generative models,
VAE, and GAN, at the end of this course.

Advisory: Students are expected to have background knowledge on python programming.
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Grade Descriptor: A

EXCELLENT — exceptionally good performance and far exceeding expectation in all or most of the course learning outcomes; demonstration
of superior understanding of the subject matter, the ability to analyze problems and apply extensive knowledge, and skillful use of concepts
and materials to derive proper solutions.

ARERRANER, BEBEREUREX,
B

GOOD - good performance in all course learning outcomes and exceeding expectation in some of them; demonstration of good understanding
of the subject matter and the ability to use proper concepts and materials to solve most of the problems encountered.

AREHRRANEN, BESERAUREX,

C
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Equivalent Offering:

Units:

Grading Basis:
Repeat for Credit:
Multiple Enroll:
Course Attributes:

Topics:

Learning Outcomes:
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FAIR — adequate performance and meeting expectation in all course learning outcomes; demonstration of adequate understanding of the

subject matter and the ability to solve simple problems.

FRASMRRAWEN, FBEEURE.

D

MARGINAL — performance barely meets the expectation in the essential course learning outcomes; demonstration of partial understanding of

the subject matter and the ability to solve simple problems.

ARERRANER, BESEREURER,

FAILURE — performance does not meet the expectation in the essential course learning outcomes; demonstration of serious deficiencies and

the need to retake the course.

ARERRPWEN, BESEREUREX,

3 (Min) / 3 (Max) / 3 (Acad Progress)
Graded

N

N

COURSE OUTCOMES

At the end of the course of studies, students will have acquired the ability to
1. Understand the problem-solving paradigm with deep learning to resolve the real-life problems.

July 25, 2024
9:18:18 AM



CU_CURRS501
Page 3 of 5

Course Syllabus:

Assessment Type:

Feedback for Evaluation:
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2. Grasp the basic concepts related to deep learning: a) the difference between different flavours of deep learning
models and what kind of deep learning model to use when encountering a certain data type; b) how to train the
deep learning models, understanding the difference between different deep learning optimizers; c) how to evaluate
the deep learning models, judging whether the model is overfitting and handling the overfitting issue in deep
learning; d) what the model hyper-parameters are and how to choose and tune the hyper-parameters.

3. Develop the programming techniques and build various deep learning models, including CNN/ResNet,
RNN/LSTM, Attention, and GNN, with existing packages, such as Pytorch, to solve the real-life problems.

4. Communicate with others and present their work.

This course covers how to use deep learning techniques to resolve real-life computational problems, handling different kinds of
data. We start the course by introducing the problem-solving paradigm with deep learning: data preparation, building the model,
training the model, model evaluation, and hyper-parameter searching. Then, we fill in the details in the paradigm. Regarding the
deep learning models, we will go from the simplest linear regression model, towards the relatively complicated models. To handle
various data types, that is, the structured data, images, text, sequences, signals, and graphs, in our daily life, we would cover
CNN/ResNet, RNN/LSTM, Attention, and GNN models. In addition to the above paradigms, we will also cover the commonly
used techniques to handle overfitting. We would briefly go through the generative models, VAE, and GAN, at the end of this
course.

Homework or assignment : 50%
Lab reports : 10%
Presentation :10%
Test or quiz :30%

1. Quiz and examinations

2. Course evaluation and questionnaire

3. Question-and-answer sessions during class

4. Student consultation during office hours or online
5. Reflection of the lecturer
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Required Readings:
nil

Recommended Readings:

. lan Goodfellow and Yoshua Bengio and Aaron Courville, Deep Learning, 2016

. Christopher Bishop, Pattern Recognition and Machine Learning, 2006

. https://lwww.w3schools.com/python/

. https://scikit-learn.org/stable/tutorial/basic/tutorial.html

. https://pytorch.org

. https://github.com/yunjey/pytorch-tutorial

. https://lwww.coursera.org/specializations/deep-learning

. https://github.com/sw-gong/GNN-Tutorialhttps://github.com/uclaacmai/Generative-Adversarial-Network-Tutorial

O NO UL WN =

OFFERINGS
1. AIST4010 Acad Organization=CSD; Acad Career=UG

COMPONENTS
LEC : Size=30; Final Exam=Y; Contact=3
TUT : Size=30; Final Exam=N; Contact=1

ENROLMENT REQUIREMENTS
1. AIST4010 Enroliment Requirement Group:
Not for students who have taken ESTR4140
Prerequisite: CSCI3230 or CSCI3320 or ESTR3108

New Enrollment Requirement(s):
Pre-requisite = Change from "(CSCI3230 or CSCI3320" AND (AIST1110 or CSCI1040 or CSCI2040)" to
"CSCI3230 or CSCI3320 or ESTR3108"
Exclusion = no change

Additional Information
eLearning hrs for blended cls 0
VTL-Onsite face-to-face hrs 0
VTL-Online synch. hrs 0
VTL-Online asynch. hrs 0
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No. of micro-modules 0
Research components (UG) 1% - 49%

<END OF REPORT>



