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Abstract—Text in video is a very compact and accurate clue for
video indexing and summarization. Most video text detection and
extraction methods hold assumptions on text color, background
contrast, and font style. Moreover, few methods can handle multi-
lingual text well since different languages may have quite different
appearances. This paper performs a detailed analysis of multilin-
gual text characteristics, including English and Chinese. Based on
the analysis, we propose a comprehensive, efficient video text de-
tection, localization, and extraction method, which emphasizes the
multilingual capability over the whole processing. The proposed
method is also robust to various background complexities and text
appearances. The text detection is carried out by edge detection,
local thresholding, and hysteresis edge recovery. The coarse-to-fine
localization scheme is then performed to identify text regions accu-
rately. The text extraction consists of adaptive thresholding, dam
point labeling, and inward filling. Experimental results on a large
number of video images and comparisons with other methods are
reported in detail.

Index Terms—Extraction, localization, multilingual texts, video
text detection.

I. INTRODUCTION

NOWADAYS, video is the most popular media type deliv-
ered via TV broadcasting, Internet, and wireless network.

To enable users to quickly locate their interested content in an
enormous quantity of video data, many research efforts [1], [2]
have been put into video indexing and summarization. Textual,
visual, and audio information is most frequently used for this
purpose. Among them, text in video, especially the superim-
posed text, is the most reliable clue for three reasons: 1) it is
closely related to the current content of video; 2) it has dis-
tinctive visual characteristics; and 3) the state-of-the-art optical
character recognition (OCR) techniques are far more robust than
the existing speech analysis techniques and visual object anal-
ysis techniques. Therefore, almost all video indexing research
work begins with video text recognition.

Video text recognition is generally divided into four steps:
detection, localization, extraction, and recognition. The detec-
tion step roughly classifies text regions and nontext regions.
The localization step determines the accurate boundaries of text
strings. The extraction step filters out background pixels in the
text strings, so that only the text pixels are left for the recogni-
tion. Since the above three steps generate a binary text image,
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the recognition step can be done by commercial document OCR
software. Therefore, similar to other papers on text processing
in binary documents, only the first three steps are discussed in
this paper. However, the text detection, localization, and extrac-
tion in video frames present many more difficulties than the text
segmentation in binary documents, due to complex background,
unknown text color, degraded text quality caused by the lossy
compression, and different language characteristics.

Although many methods have been proposed for this task in
the last decade [3]–[23], few of them address the multilingual
problem. Some only claim the multilingual ability in the detec-
tion step. However, the language differences in the detection
step are about the font size and the stroke density, which are
not as critical, whereas the structural differences in the extrac-
tion step are very critical since they affect the binary results to
be further processed by OCR. The automatic multilingual adap-
tivity of video text processing is very important to digital video
libraries emphasizing multilingual capabilities [3]. Therefore,
this paper proposes a new method that emphasizes the multi-
lingual attributes throughout the detection, localization, and ex-
traction.

The rest of this paper is organized as follows. Section II re-
views the related work. Section III analyzes the multilingual text
characteristics in video. Then, our new method for detection,
localization, and extraction is described in Section IV. Experi-
mental results are presented and discussed in Section V. Finally,
in Section VI, we draw conclusions.

II. RELATED WORK

Video text detection methods can be classified into two
classes. The first class treats text as a type of texture. These
methods usually divide a whole image into blocks. They first
use various approaches, e.g., Gabor filter [6], spatial variance
[7], or wavelet transform [8], to calculate the texture features
of blocks. Then they employ proper classifiers, e.g., neural
network [8] or a support vector machine [9], to classify text
blocks and nontext blocks. Some methods [10], [11] assume
that the text strokes have a certain contrast against the back-
ground. Therefore, those areas with dense edges are detected as
text regions. Textures can also be detected in the MPEG-com-
pressed domain. Gargi et al. [12] proposed to use the number of
intracoded blocks in each P- and B- frame to detect the appear-
ance of captions. However, the texts appearing in I-frames are
not handled. Zhong et al. [13] and Lim et al. [14] proposed to
utilize DCT coefficients to detect text regions. The second class
[15]–[17] assumes that a text string contains a uniform color.
Thus, at first they perform color reduction and segmentation in
some selected color channel ([16] only used the red channel)
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Fig. 1. Characteristics of multilingual texts.

or color space (Lab space was chosen in [17]), and then they
perform connected-component analyses to detect text regions.

Generally, there are two paradigms for the text localization:
bottom-up paradigm and top-down paradigm. The bottom-up
paradigm groups small text regions into entire text strings
based on some heuristic rules and geometric constraints. Re-
gion growing is a conventional technique for this purpose. Wu
et al. [7] proposed a nonregion-based approach, which uses
edges in the text regions to form strokes, and then strokes are
aggregated to form chips (text strings). The top-down paradigm
is based on splitting the image regions (the initial region is the
whole image) alternately in horizontal and vertical directions
based on the texture, color, or edge distribution. Gao and Tang
[18] proposed to use horizontal and vertical projections of edges
to localize text strings; however, it can only handle captions
and cannot deal with complex text layouts. Some methods
combines these two paradigms. For example, Wernicke and
Lienhart [19] performed multiple passes of horizontal and
vertical projections within initial bounding boxes to cope with
complex text layouts; however, they obtained initial bounding
boxes by region growing. Therefore, if the initial bounding
boxes are oversegmented, which happens for Chinese texts,
there will be no chance to recover the correct text regions. In
our previous research [11], we proposed a coarse-to-fine local-
ization scheme to handle both multilingual texts and complex
text layouts.

The text extraction methods fall into two groups. One group
includes color-based methods, and the other includes stroke-
based methods. The former holds the assumption that the text
pixels are of different color from the background pixels, so that
they can be segmented by thresholding. Besides the validity of
the assumption, another difficulty in this approach is the color
polarity of text, i.e., light or dark, must be determined. Antani
et al. [21] proposed a color-based method that first generates
two segmented results in both polarities for each text string and
then selects the one with a higher score on text-like character-
istics as the final result. The stroke-based methods, on the other
hand, employ some filters to output only those pixels likely on
the strokes to the final results, such as the asymmetric filter [22],
the four-direction character extraction filter [10], and the topo-
graphical feature mask [23]. These filters are intended to en-
hance the stripe (i.e., stroke-like) shapes and to suppress others;
however, the intersection of strokes may also be suppressed due
to the lack of stripe shape.

III. MULTILINGUAL TEXT CHARACTERISTICS

Based on the review of previous methods, we sum up eight
kinds of text characteristics that are frequently used in video text
detection, localization, and extraction: contrast, color, orienta-
tion, stationary location, stroke density, font size, aspect ratio,

and stroke statistics. From the point of view of multilingual text
processing, we classify them into language-independent charac-
teristics and language-dependent characteristics. In this section,
we discuss how to define the constraints of these characteristics
for our new multilingual method.

A. Language-Independent Characteristics

1) Contrast: Some methods assume that a text has high con-
trast against its background; however, this cannot be guaranteed
due to complex background in video scenes. Actually, against a
clear background, even a low-contrast text can be easily rec-
ognized, while in a complex background, only the high-con-
trast text can be discerned. Thus, we set an adaptive contrast
threshold according to the background complexity.

2) Color: We believe that most text strings originally have
uniform color, but the lossy compression causes the color
bleeding effect at the edge of text. Thus, the color of a text
string is in a range whose breath is related to the local back-
ground color. Fig. 1(a) shows a text string whose color range is
quite large. Therefore, we would rather assume the text color
is either lighter or darker than the background color than hold
the uniform color assumption.

3) Orientation: No matter whether it is an artificial text or
a scene text, if it is closely related to the video content, it must
have been presented in a way easy to read, i.e., with a certain
contrast, a reasonable size, and an approximately horizontal ori-
entation. Thus, the constraint of horizontal text orientation is ad-
equate for the video indexing purpose.

4) Stationary Location: Most texts of interest are stationary
over time. Scrolling texts are only used in credit titles and spe-
cial effects. To keep the efficiency of video indexing system, we
only handle stationary texts.

B. Language-Dependent Characteristics

According to the linguistic classification, English, French,
and Spanish belong to alphabetic literal, whereas Chinese,
Japanese, and Korean belong to ideograph. Their differences in
the following four aspects affect the video text processing.

1) Stroke Density: The stroke density of an English text
string is roughly uniform [Fig. 1(b)], but that of a Chinese
text string is not. Because the stroke number of a Chinese
character may vary from 1 to more than 20 and each character
occupies the same-sized block space, the stroke density varies
significantly [Fig. 1(c)]. This poses an obstacle to employ the
region-growing techniques. However, the stroke density of a
whole string is still high.

2) Font Size: To display all strokes clearly, an English string
requires at least 8-pixel-high font size, while a Chinese string
requires at least 20-pixel-high font size due to the large stroke



LYU et al.: COMPREHENSIVE METHOD FOR MULTILINGUAL VIDEO TEXT DETECTION, LOCALIZATION, AND EXTRACTION 245

Fig. 2. Sequential multiresolution paradigm.

number. This is the basis of size constraint to discard regions
that are too small.

3) Aspect Ratio: In English, characters (letters) must be
combined to form meaningful words. In Chinese, each in-
dividual character has its own meaning, and it can also be
combined with other characters to express more meaning
in terms of phrases. Sometimes, a text string may contain
some characters with long spaces, but they are not separable
[Fig. 1(d)]. Thus, the aspect ratio constraint should be adapted
to Chinese characters.

4) Stroke Statistics: Since English characters consist of
mainly vertical strokes, many methods [10], [13] only consider
vertical edges to detect or extract English texts. However,
Chinese characters consist of four directional strokes. More-
over, those filters to extract strokes do enhance the stripe-like
strokes but suppress the intersections of strokes. Since English
characters do not contain many intersections, this will not
affect the character recognition too much. However, Chinese
characters contain many intersections and these intersections
are important clues for character recognition. Therefore, a
multilingual method has to handle both strokes of all directions
and intersections well.

IV. COMPREHENSIVE MULTILINGUAL METHOD

A. Overview

Based on the analysis of multilingual text characteristics, we
can regard multilingual texts as a special type of symbol that has
the union of the above characteristics. The first problem we face
is the large font-size range of multilingual texts. The multireso-
lution technique is a good solution; however, previous methods
[7]–[9] all fall into a parallel multiresolution paradigm. This is
an approach that first scales the original image into different res-
olution levels, then performs the same operations in each level,
and finally merges the results of all levels into one result in the
original resolution. Since a text string may appear acceptable in
more than one resolution level, the parallel paradigm spends un-
necessary time on detecting the same text string in many levels

and on merging overlapping text regions into one. To remove
this redundancy, we propose a sequential multiresolution para-
digm (Fig. 2).

A video segment is sampled at two frames per second, and
then each frame is converted into a 256-level grayscale image,
which becomes the input “Original image” in Fig. 2. Since the
contrast of text is more reliable than the color uniformity, we
mainly depend on the edge information to detect texts. The
Sobel detector [24] is chosen to detect edges for two reasons:
1) it is isotropic, so that the strokes of all directions are equally
treated and 2) it generates double edges, which make text areas
much denser than nontext areas. The Sobel detector consists of
four directional gradient masks: horizontal ( ), vertical ( ),
left diagonal ( ), and right diagonal ( ). Since the tradi-
tional simplified Sobel detector [without the second term in (1)]
tends to suppress corners, whereas text strokes often form per-
pendicular corners, we calculate the edge strength ( ) using (1)
to highlight both edges and corners as follows:

(1)

where is normal to the maximum gradient direction
and is set to be 0.5 in favor of perpendicular corners. The edge
map is formed by

EdgeMap (2)

where is set to be 25, which is obtained empirically according
to the recognizable edge strength.

At each level ( ), the current edge map is first
scaled down by the factor to generate the working image
with desired resolution, then the text detection and localization
algorithms are performed to localize text regions, and finally the
text regions are scaled up by the same to get their original
image coordinates. Note that these text regions have two func-
tions: one is to be added to the final text regions, and the other
is to be used as masks to erase the edges inside these regions
from the current edge map. The modified edge map then acts as
the input of the next level; therefore, the detected text regions
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Fig. 3. Local thresholding in a window.

will not be detected again. After passing all levels, the final text
regions are definitely not overlapping. The selection of and

depends on how large the maximum text size to be detected
is. For the video-indexing purpose, we are not interested in too
large texts; therefore, we set and , and, in each
level, the text detection and localization algorithms handle text
with 8 to 24 pixels high. Thus, this configuration enables the
texts ranging from 8 to 72 pixels in height to be detected.

Before the final text regions in a frame are fed to the text ex-
traction algorithm, a multiframe verification process takes place
to eliminate those regions that are transitory or have already
been detected in the previous frames. Therefore, the text extrac-
tion only processes the first-emerging text regions to produce
the binary OCR-ready text images. The following subsections
describe the text detection, localization, verification and extrac-
tion algorithms in detail.

B. Text Detection

The aim of text detection is to classify text areas and nontext
areas, i.e., to highlight only text areas and suppress other areas.
Since a global threshold cannot fit different text contrast levels,
a local thresholding is necessary. On a clear background, the
threshold should be relatively low to let both low-contrast texts
and high-contrast texts be detected, while on a complex back-
ground, it should be relatively high to eliminate background and
highlight texts. Thus, we propose a background-complexity-
adaptive local thresholding algorithm.

We use two concentric squares [Fig. 3(a)] to scan the edge
map scaled for the current level, called the EMP. The larger
square is called “window” and the smaller one is called “kernel.”
The edge map is scanned kernel by kernel. We analyze the back-
ground complexity and the edge strength histogram inside the
window to determine the local threshold for the kernel. This
makes the local threshold vary smoothly across the edge map.
The height of kernel is and that of window is . The selec-
tion criteria of are related to the minimum and maximum font
sizes to be handled in a level, i.e., 8 and 24, respectively. The
kernel should not be much larger than the minimum font size
and the window should not be smaller than the maximum font
size. Thus, is set to 10 according to experimental statistics.

The background complexity is analyzed by the horizontal
projection profile of the window, as shown in Fig. 3(b). ,

, is the number of edge pixels in the . During
the projection, the highest edge strength and the edge
strength histogram of the window are also obtained. By ana-
lyzing from to , we can get the maximum number of

Fig. 4. Hysteresis edge recovery.

continuous blank rows (if , is a blank row), de-
noted by MAX_NUM_BL_ROWS. Thus, the local threshold for
the kernel is determined as follows:

(3)

Equation (3) shows that, if the total number of edge pixels
in the window is too few, the kernel cannot be in a text area.
So is set to be to suppress all edge pixels in
the kernel. Otherwise, it may be in a text area, and then its
background complexity is checked. According to the assump-
tion of horizontal orientation, if a text string lies on a clear
background, there should be some blank rows above and below
it. Considering the case of multiline captions, the number of
continuous blank rows may not be too large. We set MIN_SPC
to 4 by statistical analysis of MAX_NUM_BL_ROWS in many
known clear-background and complex-background cases. If

, it is a clear
background; otherwise, it is a complex background. is
set to be for the former, and set to be for the latter.

and are determined from the edge strength his-
togram of the window. The range of edge strength is quantized to
64 bins for quick computation. We first divide the histogram into
two parts by the global mean of edge strength in the window,
denoted by . To get , we only consider the lower part of
histogram, i.e., from 0 to , in order to eliminate the interfer-
ence of strong edges. For the similar reason, we only use the
higher part of histogram, i.e., from to 64, to find . The
Otsu method [25] is employed to automatically locate the op-
timal threshold in the selected part of histogram.

The local thresholding method can successfully suppress the
background edges around the text areas. However, in complex
background areas, some edge pixels of characters are also sup-
pressed due to the high threshold used, which decreases the den-
sity of the characters. Therefore, we design a text-like area re-
covery filter to bring some text edges back. The filter consists
of two steps: the text-like edge labeling and the hysteresis edge
recovery. Note that the result of applying the local threshold on
the EMP is stored in a new edge map, called the . Ini-
tially, all edge pixels in the are labeled as “NON_TEXT”.
The text-like edge labeling employs a 10 4 rectangle to scan
the row by row stepping 5 2. If the edge density in
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Fig. 5. Stepwise results of text detection.

Fig. 6. Workflow of coarse-to-fine localization.

the current rectangle is larger than , all edge pixels in the rec-
tangle are labeled as “TEXT.” is trained from 100 Chinese text
regions, 100 English regions, and 100 nontext regions on dif-
ferent backgrounds. After the labeling, all edge pixels with the
“NON_TEXT” label are suppressed. Thus, the labeling also acts
as a spatial high-pass filtering. For each “TEXT” edge pixel, a
hysteresis thresholding mask [Fig. 4(a)] is applied to bring back
some lower-contrast edge pixels in its neighborhood. The mask
is derived from the stroke-blurred model [Fig. 4(b)]. Due to the
video compression, edges between character strokes and their
background become smooth, as shown in Fig. 4(b), where the
left one is the model of light text and the right one is that of dark
text. Correspondingly, Fig. 4(c) shows the edge strength distri-
bution of Fig. 4(b), from which we know that a strong edge pixel
is surrounded by some lower strength edge pixels. Therefore, a
5 5 mask [Fig. 4(a)] is derived to create a hysteresis threshold
surface around the strong edge pixel. Let

denote the mask. When is centered at a “TEXT” edge pixel
, the hysteresis thresholding is performed as shown

in (4) at the bottom of the page.
After the text-like area recovery, the nontext edges are largely

removed, so that the text areas are highlighted. Fig. 5(a) shows
an example of a text string on a complex background. The result
of global thresholding is shown in Fig. 5(b), where the right part
of the text string is embedded in a complex “barrier” area. The
local thresholding separate the text string from the background
[Fig. 5(c)]. Finally, the text-like area recovery enhances the edge
density of text area and removes those sparse edges [Fig. 5(d)].
Until now, the text detection is accomplished and the current

is ready for the text localization.

C. Text Localization

In the current , the high-density areas indicate text re-
gions. Since the local stroke density of Chinese characters varies
significantly, the bottom-up method is prone to breaking an en-
tire text string. On the other hand, the top-down method is able
to handle this problem due to its global vision. According to
the horizontal orientation assumption, the combined horizontal
and vertical projection method is an efficient way to localize
text strings. However, the conventional one pass of horizontal
and vertical projections cannot separate complex text layouts
which appear frequently in videos showing tabular reports. Wer-
nicke and Lienhart [19] at first engage the region-growing tech-
nique on an edge map to obtain initial bounding boxes and then
perform multiple passes of horizontal and vertical projections
within initial bounding boxes to segment text regions. There-
fore, the entirety of the initial bounding boxes is critical because
they will only be divided and never combined. However, the re-
gion growing may break a ground-truth text region into several
initial bounding boxes due to the variety of local stroke density
of Chinese characters. Therefore, we propose a coarse-to-fine
localization method [11], which gets rid of region growing while
keeping multiple passes of horizontal and vertical projection, so
as to handle both multilingual texts and complex layouts. Fig. 6
shows the workflow.

Initially, the whole is the only region to be processed.
Each time, the first region in the processing array, denoted by

, goes through this workflow. First, we perform a horizontal
projection inside the region. If is not vertically divisible, it
is used as a whole for the vertical projection; otherwise, all sub-

otherwise
(4)
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Fig. 7. Stepwise illustration of coarse-to-fine localization on a complex text layout.

regions of enter the vertical projection. If an input region
of vertical projection is horizontally divisible, all its subregions
are added to the processing array; otherwise, the indivisible re-
gion will be added to the resulting text regions after passing the
aspect ratio check. Another pass begins after all input regions
of vertical projection have been processed. These steps iterate
until the processing array is empty.

Fig. 7 illustrates the localization steps on a video image with a
complex text layout, where text strings are overlapping in both
horizontal and vertical directions. The first horizontal projec-
tion roughly divides three text rows [Fig. 7(a)], and then the first
vertical projection divides them horizontally [Fig. 7(b)]. How-
ever, there are still many text strings that have not been divided.
The second pass of horizontal and vertical projections locates
all texts correctly [Fig. 7(c) and (d)].

In order to divide a region, besides the conventional
peak/valley classification in the horizontal and vertical projec-
tion profiles, we introduce the following two rules according
to the multilingual text characteristics. Let MIN_FONT and
MAX_FONT denote the minimum font size and the maximum
font size to be handled in a level, respectively. Let the minimum
aspect ratio of a Chinese character be MIN_ASP_RATIO. We
have the following.

1) For the horizontal projection, if the width of a peak,
i.e., the height of the potential subregion, is less than
MIN_FONT, the peak should be suppressed.

2) For the vertical projection, if the input region is indivisible
in the previous horizontal projection and the height of the
region is between MIN_FONT and MAX_FONT, a valley
whose width is less than

between two peaks should be skipped. This is to
avoid separating a text string at low stroke-density parts.

Before a region (Width Height) is added to the re-
sulting text regions, we check its aspect ratio by the fol-
lowing rule: Height and Width

Height . A region that dissatisfies
this rule will be discarded.

For each localized text region, the last horizontal and vertical
projection profiles within the region can be recorded as its sig-
nature ( , Height and , Width).
This signature will be utilized to compare the identity of two
text regions with similar locations in different frames.

D. Multiframe Verification

The function of multiframe verification is to eliminate those
text regions that are transitory or have already been detected
in the previous frames. The algorithm for multiframe verifica-
tion has already been well described in the literature [10], [20].
Checking whether a text region is “new” or “old” first depends
on the location comparison between the current one and those
on the previous frame. If two text regions on consecutive frames
have similar locations, we then use the signature comparison to
determine whether they are the same text or not. To tolerate pos-
sible location offsets and edge density changes of the same text
over time, the signature distance metric is designed as given in
(5), shown at the bottom of the page.

The smaller is, the more identical the
two text regions and are. According to our experimental
statistics, we set the threshold for signature distance to be 4.0.
The multiframe verification only accepts the text regions lasting
for more than two seconds.

E. Text Extraction

The goal of text extraction is to convert the grayscale image in
an accepted text region into the OCR-ready binary image, where
all pixels of characters are in black and others are in white. The
difficulties of text extraction come from three aspects: 1) the un-
known color polarity, i.e., text is light or dark; 2) various stroke
widths; and 3) the complex background.

After the multiframe verification, bitmap integration over
time [10] is often used to remove the moving background of a

(5)
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Fig. 8. Adaptive thresholding of the text image.

text region; however, this algorithm works on the condition that
the text color is light, which is not true for many video texts.
Some methods [10], [18], [22] assume that the text is of high
intensity compared to the background, which obviously limits
their applications. Antani et al. [21] proposed a text extraction
method that can detect the color polarity by connected-com-
ponent analysis. It at first binarizes the text image into two
polar images: a positive one and a negative one. Then, the one
with the higher score on text-like characteristics is selected and
the other is discarded. This method works well for a text on a
clear and contrastive background. However, since the text-like
characteristics are based on the connected-component analysis,
it depends heavily on the thresholding results. Thus, it cannot
handle complex backgrounds and various text appearances.
Wernicke and Lienhart [19] proposed a color-histogram-based
color polarity detection method, which compares the histogram
of four central rows of a text region and the histogram of the
two rows above plus two rows beneath to determine the text
color. This method avoids thresholding and works well when
text color and background color are contrasting. However, it
cannot handle the case that text and background have sim-
ilar colors. To solve this problem, we developed a statistic
color-polarity classification approach [26], which first uses the
Otsu thresholding method to generate a binary text image and
then explores the statistic relationships between the number
of black edges and that of white edges to classify the color
polarity. The classification accuracy reaches 98.5%. To ease the
bitmap integration process, if the text color is dark, we inverse
the grayscale color of the text image so that the text is always
of high intensity. Now it is safe to perform bitmap integration
over time to remove the moving background of accepted text
regions. Therefore, we obtain an image of a text region with text
in light color (hereinafter, called text image) by three processes:
color polarity classification, color inversion (if necessary), and
bitmap integration over time.

Using the multiresolution paradigm, we handle the text
strings whose heights range from 8 to 72 pixels. Usually, the
larger the font size is, the thicker the stroke width is. To handle
this difficulty, we normalize the height of text image to 24
pixels while keeping its aspect ratio. Both English and Chi-
nese characters have moderate stroke widths in this font size,
which is also a favorite size for most OCR software. For some
fonts, even strokes in different directions have different widths.
According to our observation, the stroke width (in pixels) in
a normalized text image varies between and

. Since our extraction method needs to analyze
the background of the text, the four borders of the normalized
text image are further extended by four pixels to include more
background pixels. The following processes are based on
the extended 32-pixel-high text image. The region inside the
original four borders is defined as TEXT_REGION, and the
outside region is defined as EXTENDED_REGION. Some

Fig. 9. Comparison between seed-fill algorithm and inward filling algorithm.

preprocesses on the text image, e.g., the grayscale histogram
equalization, are performed to enhance the contrast.

Since bitmap integration over time only affects moving back-
grounds, the still background of a text remains unchanged. How-
ever, still backgrounds may also be complex. Simple global
thresholding is not robust to extract text pixels since background
pixels may have an intensity similar to that of the text pixels.
Sato et al. [10] proposed a character extraction filter integrated
by four directional filters, which extract the linear elements in
horizontal, vertical, left diagonal, and right diagonal directions.
This filter highlights linear strokes well but the output is weaker
at corners and intersections of strokes. Sato et al. thought this
limitation “does not present much of problem in segmenting and
recognizing characters,” as they considered only English char-
acters. However, Chinese characters contain much more corners
and intersections that are important to OCR. Even if we can ex-
pand the filter bank, e.g., adding eight directional corner filters
and train them to adapt Chinese characters, it will be not efficient
for English characters then. Thus, we propose a language-in-
dependent text extraction method that consists of three steps:
1) adaptive thresholding; 2) dam point labeling; and 3) inward
filling.

Considering the different background intensities along the
text, we design an adaptive thresholding to produce a better bi-
nary image. Let and denote the input grayscale
text image and the output binary text image, respectively,
where and .
is initialized as totally “White.” The adaptive thresholding is
performed by first moving a 16 32 window along the image
horizontally with stepping 8 [Fig. 8(a)], and then moving an

8 window along the image vertically with
stepping 4 [Fig. 8(b)]. In each window, if is below the
local threshold calculated by the Otsu method, is set
to be “Black.” Finally, contains the resulting binary
image, where text pixels are “White.”

Since some background pixels may have very similar inten-
sities to the text, they are also “White” in the binary image. We
find that most background areas in the TEXT_REGION spread
into the EXTENDED_REGION due to the continuity of back-
ground. Therefore, filling from the EXTENDED_REGION is
a good way to remove the background pixels. However, filling
is also unsafe since the disconnectivity between the background
pixels and the text pixels cannot be guaranteed. For example, the
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Fig. 10. Text pixel extraction.

seed-fill algorithm proposed in [20] fills from each pixel on the
extended boundary of a text region. It assumed “the pixels on the
boundary do not belong to the text and since the text contrasts
with its background,” so the filling would not remove any char-
acter pixels. However, this assumption is not true for some com-
plex backgrounds [Fig. 9(a)], which contain regions with similar
color to characters. If such region is connected with a character,
this character will be removed by seed-fill algorithm [Fig. 9(b)].
Thus, we introduce the “dam point” inside the TEXT_REGION
to prevent the filling from flooding into text pixels. The dam
points are defined as follows:

Dam points

where and return the horizontal con-
nectivity length and vertical connectivity length, respectively, of
the given position . is calculated as the max-
imum length of horizontally continuous white segments passing

, and is calculated as the maximum length
of vertically continuous white segments passing . For ex-
ample, the of the bottom-left pixel of “k” in Fig. 9(a) is
2, while its is 17. Therefore, the pixels of text strokes are
labeled as “dam points,” which are set to be “Gray” in ,
as shown in Fig. 9(c).

After labeling the dam points, it is safe to perform the in-
ward filling, which scans every pixel in the EXTENDED_RE-
GION of . If a pixel is “White,” we use the traditional
flood fill method to find all its connected “White” pixels. All
the connected “White” pixels and the original pixel itself will
be set to be “Black.” After the inward filling finishes, all non-
“Black” pixels are set to be “White.” The inward filling result
of Fig. 9(a) is shown in Fig. 9(d). Fig. 10 demonstrates the
dam-point-based inward filling result of a real text image. Thus,
the current is the final result of the text extraction.

V. EXPERIMENTAL RESULTS

Since the evaluation criteria for the text detection and local-
ization and those for the text extraction are different, we divide
the experiments into two phases. The first phase focuses on the
text detection and localization algorithms, which take a video
clip as input and identify the localized rectangular text regions.
The second phase evaluates the text extraction algorithm, which
retrieves the grayscale text images according to the localized
text regions, and produces the binary text images where text
pixels are white.

A. Evaluation of Text Detection and Localization

The proposed text detection and localization algorithms have
been tested on a number of real-life video clips. Chinese videos

are captured from the TVB programs aired by the Hong Kong
Jade station. The video resolution is 288 352 (PAL). English
videos are captured from both Hong Kong and CNN channels.
The video resolution is 240 352 (NTSC). A total of 180 min
of programming is used to calibrate the previously mentioned
thresholds. Another fifty video clips covering news, financial
reports, sports videos, and advertisements, totaling about 100
min, are utilized as testing data.

Fig. 11 shows the experimental results of video text detection
and localization. In Fig. 11(a), both low-contrast texts and high-
contrast texts are successfully detected. The texts embedded in
the complicated background [Fig. 11(b)] are correctly located.
Fig. 11(c) shows that coarse-to-fine detection handles the com-
plex text layouts well. Fig. 11(d) demonstrates that our approach
is robust to various font-sizes. These results also confirm that
the proposed video text detection and localization algorithms
are capable of handling multilingual texts. Note that the missed
texts in the rightmost image of the second row are scrolling texts,
which cannot be handled by the current algorithm. Fig. 11(e)
shows some examples of misses or false detections. The text
region in the leftmost image is enlarged due to the similar tex-
tured background. The slant texts in the second image from the
left are missed since our method only handles horizontal texts.
In the third image from the left, the clustered microphones are
misdetected as a text region. The text in the rightmost image is
separated due to two neighboring sparse characters.

For a quantitative evaluation, we define that a detected text
region is correct on the condition that the intersection of the de-
tected text region (DTR) and the ground-truth text region (GTR)
covers more than both 90% of the DTR and 90% of the GTR.
The GTRs in the testing video clips are localized manually.
Thus, we define a set of quantitative evaluation measurements
for the text detection and localization algorithms as follows.

1) Speed. The speed is indicated by the average processing
time per frame for the text detection and localization
tested on a PC with one PIII 1G CPU.

2) Detection Rate. The detection rate evaluates how many
percents of all ground-truth text regions are correctly de-
tected. That is,

Detection Rate
Num correct DTRs

Num(GTRs

3) Detection Accuracy. The detection accuracy evaluates
how many percents of the detected text regions are cor-
rect. Namely

Detection Accuracy
Num(correct DTRs)

Num(all DTRs)
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Fig. 11. Detection and localization results on real video images.

TABLE I
PERFORMANCE COMPARISON FOR VIDEO TEXT DETECTION AND LOCALIZATION

4) Temporal Coverage. The temporal coverage averages the
time span overlapping rates of all pairs of detected text
region and ground-truth text region, defined as follows:

Temporal Coverage
Num(DTR)

TimeSpan TimeSpan

TimeSpan

Table I shows the experimental results of our method and the
method in [10], which is based on vertical edge detection and re-
gion growing. Our proposed method processes a frame in 0.25
s. As stated before, we sample two frames/s; therefore, consid-
ering the time for text extraction, which depends on the number
of text in the video, the total processing time for a video clip is
usually shorter than the playback length of the video clip. The
missed texts of our method include scrolling texts, transitory

texts, nonhorizontal texts, and texts with very low contrast to
background. The main cause of false detections in our method
is the random alignment of textured objects since our algorithms
impose a relatively loose constraint on the edge distribution in-
side a candidate region for the multilingual adaptability. This
constraint, however, can be tightened for an adjusted detection
accuracy. The method in [10] loses points mainly on breaking
Chinese text strings and enlarging text regions on complex back-
grounds.

B. Evaluation of Text Extraction

In this experiment, the proposed text extraction method
is compared with two other methods: the Otsu thresholding
method [25] (hereinafter called the Otsu method) and the Sato
filtering method [10] (hereinafter called the Sato method). We
choose them because the Otsu method is a simple but classic
solution employed by many text extraction schemes, while
the Sato method is a complex stroke-based solution proposed
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Fig. 12. Comparison of three text extraction methods.

recently. Since both of these methods hold the assumption of
color polarity, we use the color polarity detection algorithm
[26] described in Section IV-E as the preprocessing for them.

We test the three text extraction methods using 100 testing
text images, which are generated by the previous text detec-
tion and localization experiments. Fig. 12 displays their experi-
mental results on a set of typical text images, which contain dif-
ferent font sizes, font styles, languages, and background com-
plexities. Both the proposed method and the Sato method nor-
malize the height of text image, while the Otsu method does not.
To ease the comparison, their results are normalized to the same
size, as shown in Fig. 12. The text pixels should be white in the
final binary images.

The experimental results show clear differences among the
three methods. The Otsu method is a histogram-based global
thresholding method. Therefore, it can extract text pixels from
simple backgrounds, and it is insensitive to font and language.
However, it cannot handle complex backgrounds, such as texts
in Fig. 12(a)–(c), (f), (g), (l), (m), (o), and (p). The Sato method
uses four directional filters, whose values are trained by some
fixed English fonts, to calculate the probability of each pixel
being on a text stroke. Since these filters assume that an ideal
stroke has a certain space from other strokes, they do not fit for
Chinese characters since the stroke densities are quite different.

Thus, the Sato method extracts English texts well, but it fails
to extract most Chinese texts [Fig. 12(c), (f), (h), (l), (n), and
(o)]. Moreover, neither the Otsu method nor the Sato method
can handle the case that the background and the text have similar
colors [Fig. 12(c), (m), (o), and (p)]. In contrast, our proposed
method demonstrates good extraction quality in these cases. It
consists of the adaptive thresholding and the inward filling, both
of which are insensitive to font and language variances. For a
simple background, the adaptive thresholding is enough and the
inward filling is actually skipped. For a complex background or
the case where background color and text color are similar, the
inward filling can remove largely the background pixels while
keeping the text pixels.

Since the text extraction is actually an image segmentation
task that segments the text pixels from the background pixels,
we employ a well-known image segmentation evaluation pro-
tocol—Probability of Error (PE) [27]—to quantitatively eval-
uate the extraction results. PE is defined as

where is the probability of error in classifying text
pixels as background pixels, is the probability of error
in classifying background pixels as text pixels, and and
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Fig. 12. (Continued.) Comparison of three text extraction methods.

TABLE II
PE EVALUATION OF THREE TEXT EXTRACTION METHODS

are, respectively, a priori probabilities of text pixels
and background pixels in images, i.e., the probabilities in the
ground-truth images. The smaller the PE is, the smaller the dif-
ference between the extracted text image and the ground-truth
image is, i.e., the higher the extraction accuracy is. The PEs of
these three methods for the text images in Fig. 12 are given in
Table II.

In each column of Table II, the minimum PE is boldfaced.
We can see that the proposed method always achieves the min-
imum PE, i.e., the best extraction accuracy, for all 16 images.

The means of PE for our method, the Otsu method, and the Sato
method are 0.060, 0.255, and 0.209, respectively. This again
confirms the superiority of our proposed method. We also eval-
uate the robustness of these three methods by calculating their
mean square deviations of PE in Table II. They are 0.0008,
0.0281, and 0.0082 for the proposed method, the Otsu method,
and the Sato method, respectively. As we can observe, the pro-
posed method has a much smaller deviation of PE than the other
two methods; therefore, it is the most robust method among the
three tested methods. Since PE evaluation is not very intuitive,
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TABLE III
CERS EVALUATION OF THREE TEXT EXTRACTION METHODS

we also provide the character error rates (CER) of the three
methods by a commercial OCR software—PenPower® Chinese
OCR Professional V3.11—which can recognize English, Tra-
ditional Chinese, and Simplified Chinese. For a total of 1136
English and Chinese characters in the 100 test text images, the
CERs of these three methods are shown in Table III.

From Table III, we can see that our method achieves signifi-
cantly lower error rates. This is due to the capability of handling
multilanguage and complex backgrounds. Its Chinese CER is
higher than its English CER because the Chinese character is
much denser; therefore, some background pixels inside the char-
acter may be misclassified as dam points so as to survive after
the filling, such as Fig. 12(o) and (p). The Otsu method, on the
other hand, is too simple to handle complex backgrounds; there-
fore, it generates high error rates for both English and Chinese
characters. However, the Sato method produces the highest error
rate for Chinese characters since it not only fails to extract text
pixels out of complex backgrounds, but also introduces distor-
tions to the text pixels on clean backgrounds.

VI. CONCLUSION

The automatic multilingual adaptability of video text pro-
cessing is very important to digital video libraries emphasizing
multilingual capabilities. This paper proposes a novel multilin-
gual video text detection, localization, and extraction method.
Although this paper focuses on Chinese and English, the pro-
posed method is capable of handling multilingual texts because
it depends on language-independent characteristics. According
to our analysis of multilingual text characteristics, the proposed
method can be applied to French, Spanish, Japanese, and Ko-
rean without much adjustment. Besides emphasizing the multi-
lingual attribute, the proposed method is also robust to various
font sizes, font styles, contrast levels, and background complex-
ities. This is a comprehensive approach which systematically
integrates the following techniques to accomplish multilingual
video text detection, localization and extraction.

1) Text detection: the sequential multiresolution paradigm,
the background-complexity-adaptive local thresholding
of edge map, and the hysteresis text edge recovery.

2) Text localization: the coarse-to-fine localization scheme,
the multilanguage-oriented region dividing rules, and the
signature-based multiframe verification.

3) Text extraction: the color polarity classification, the
adaptive thresholding of grayscale text images, and the
dam-point-based inward filling.

1Available. [Online]. http://www.penpower.com.tw/enversion/default.htm

The novel concepts and techniques introduced in this paper
include the detailed classification and analyses of multilin-
gual text characteristics, the sequential multiresolution text
detection paradigm, the background complexity analysis, the
coarse-to-fine text localization scheme, the multilanguage-ori-
ented region dividing rules, and the dam-point-based inward
filling. Detailed experimental results and the comparisons with
other methods are also reported, confirming that the proposed
method is capable of handling multilingual video texts accu-
rately and is robust to various background complexities and
text appearances.

A known limitation of the current method is that it cannot de-
tect motion texts due to the assumption of stationary text. How-
ever, this capability can be enabled by adding a signature-based
text-region tracking algorithm to the multi-frame verification
process. Another limitation is that nonhorizontally aligned texts
cannot be localized. Nonhorizontally aligned texts have seldom
been observed in English videos; however, they occur with low
probabilities in Chinese, Japanese, and Korean videos, mostly
in vertical alignments. These issues will be addressed in our fu-
ture research.
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