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Introduction
Web applications are becoming more and more important!Web applications are becoming more and more important!
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Introduction
• The age of Web 2.0

– Web pages and Web services
• Web services (WS) are Web APIs that can be accessed 

over a network and executed on remote systems
– Open standards
– Interoperability



5

Introduction
• Service-oriented systems

– Composed by distributed Web services
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Quality-of-Service

• Quality-of-Service (QoS): Non-functional 
performance
– User-independent QoS properties

• Price, popularity
• No need for evaluation

– User-dependent QoS properties. 
• Failure probability, response time, throughput
• Different users receive different performance 
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Structure of My Thesis

WS QoS Evaluation WS QoS Prediction Fault-Tolerant WS

Chapter 3
Chapter6Chapter 4

Chapter 5

Chapter 8Chapter 7

Title: QoS Management of Web Services
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QoS-Driven Approaches

• Web service selection
• Web service composition
• Web service ranking
• Web service recommendation
• Fault-tolerant Web services
• ………………

Limited real-world Web service QoS datasets for experimental studies！

Lyric server 1

Lyric server 2

Lyric server n
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Part 1: Web Service QoS Evaluation

• Two large-scale 
evaluations on real-world 
Web services

• 21,358 publicly  available 
Web services 

• 339 distributed computers 
• 235,262,555 lines of Java 

codes 
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Drawbacks of Web Service Evaluation

• Difficult to conduct real-world Web 
service evaluations
– Web service invocations may be charged
– Too many Web service candidates 
– Time-consuming
– Resource-consuming
– Require professional knowledge
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Part 2: Web Service QoS Prediction
• Target: Predict Web service QoS values for a 

user without invoking these Web services
• Idea: Take advantages of the social wisdom of 

service users
– The past Web service usage experiences of 

other service users.
• Propose three QoS prediction approaches

– Neighborhood-based 
– Model-based
– Ranking-based
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Web Service QoS Values

• QoS values of Web services can be 
obtained by: 
– Web service QoS Evaluation
– Web service QoS Prediction

How to use these QoS values?
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Part 3: Fault-Tolerant Web Services
• Building highly reliable service-oriented systems is a 

challenging task
– Remote Web services may become unavailable
– Remote Web services may contain faults
– Internet environment is unpredictable

• Two fault-tolerance approaches for Web services using 
Web service QoS values. 
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Contents
• Chapter 3: QoS Evaluation of WS

• Chapter 4: Neighborhood-based QoS Prediction of WS 
• Chapter 5: Model-based QoS Prediction of WS
• Chapter 6: Ranking-based QoS Prediction of WS

• Chapter 7: QoS-Aware Fault Tolerance for WS
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Part 1 (Ch. 3): QoS Evaluation of Web Services
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Background
• (Al-Masri et al., 2008)

– Released a Web service QoS dataset
– 1 user and 2570 Web services
– Best Student Paper Award Nomination at WWW2008. 

• Different users observe quite different QoS of the same 
Web service.

• Web service evaluation from distributed locations. 
– Control distributed computers
– Time consuming and resource consuming

• Our contributions: 
– A user-collaborative framework for WS evaluation
– Large-scale distributed evaluations on real-world Web services
– Release research datasets
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User-Collaboration

• Users contribute videos            

• Users contribute knowledge

•• WS EvaluationWS Evaluation: users contribute evaluation 
results of Web services
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Distributed Evaluation Framework

1. Evaluation request

2. Load Applet

3. Create test cases

4. Schedule test tasks

5. Assign test cases

6. Client run test cases

7. Send back results

8. Analyze and return 

final results to client.

• Evaluation results from different locations
• No need good knowledge on Web service evaluation
• No need to implement evaluation mechanism
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Location Information
• 21,358 Web services from 89 countries 
• The top 3 countries provide 55.5% of the obtained Web 

services
– United States: 8867 Web services 
– United Kingdom: 1657 Web services
– Germany: 1246 Web services
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WSDL File Information 
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Java Code Generation
• Axis 2 to generate Java codes for the Web services. 
• Totally 235,262,555 lines of Java codes are produced.
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Dataset 1: 150*100*100
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Failure Types
(1) Web service invocations can fail easily. 
(2) WS invocation failures are unavoidable in the unpredictable Internet.
(3) Service fault tolerance approaches are becoming important.



24

Dataset 2: 339*5825*1
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Dataset Publication
• The evaluation results are released at: 

http://www.wsdream.net

• Downloaded about 100 times by more than 50 
universities (or research institutes) from more than 15 
counties. 

• The datasets can be used in research topics of:
– Web service selection and composition
– Web service recommendation
– Web service QoS prediction
– Fault-tolerant Web services 
– …………………

• The largest-scale real-world Web service QoS evaluation
• Recognized by the Best Student Paper of ICWS2010 



Part 2 (Ch. 4-6): QoS Prediction of WS
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Web Service Selection

• Target: determine the optimal Web service from a set 
of functionally equivalent candidates. 

• Method 1: evaluate all the candidates
• Weak points of Method 1: 

– Expensive: Requiring a lot of Web service invocations
– Time-consuming: A large number of candidates to evaluate
– Inaccurate: Users are not experts on WS evaluation
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Web Service QoS Prediction

• Method 2: predict Web service QoS values
• The prediction should be personalized for a specify 

user 
• A user may invoked some or none of the service 

candidates
• Advantages: 

• Low cost: no additional WS invocations for 
evaluation purpose

• Efficient: no need to wait for the evaluation results
• Research problem:

• How to make personalized WS QoS value prediction?
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Previous Work
• (Sreenath & Singh, 2003; Karta, 2005;) 

– Mention the idea of applying neighborhood-based collaborative 
filtering methods to Web service QoS prediction

– Employs the MovieLens dataset for experimental studies
• (Shao et al., 2007)

– Propose a neighborhood-based collaborative filtering methods
– Experiments using 20 real-world Web services

• Why so limited previous work? 
– No real-world WS QoS datasets from different users
– The characteristics of Web service QoS cannot be fully mined 
– The performance of the proposed algorithms cannot be justified

• Our contributions: 
– Three prediction approaches
– Convincing experiments using our released datasets
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System Architecture
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Approach 1: Neighborhood-based

• Key idea: Using 
QoS values of
similar users. 

• Issue: How to 
calculate user 
similarity?

Service user 3 is a similar user of user 2.
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• User-item matrix: M×N, each entry is the failure 
probability of a Web service.

• Pearson Correlation Coefficient (PCC)

Similarity Computation
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Similar User Selection

• For a user u, a set of similar users S(u) can be 
found by:

• Simk is the kth largest PCC value with the current user u. 
• Sim(u, a) > 0 is to exclude the dissimilar users.
• Sim(u, a) can be calculated by PCC. 
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Missing Value Prediction
• Given a missing value pu,i, if the user u has similar users 

(S(u) ≠null), the missing value can be predicted by:

• and are average failure probabilities of different 
Web services observed by user u and user a.

• wa can be calcualted by: 
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Missing Value Prediction

• Similar user + Similar Web services
UPCCUPCC

IPCCIPCC
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Experiments
• 150 service users and 100 Web 

services
• 150*100 user-item matrix
• Randomly remove entries
• Predict the removed values
• The removed values are ground truth.
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Experiments
• Metrics of Prediction Accuracy

: the expected value
: the predicted value
: the number of predicted values
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Performance Comparison
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Drawbacks of Neighborhood-based Method

• Computational complexity
• Matrix sparsity problem

– Not easy to find similar users 
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Approach 2: Model-based Method
• A small number of factors influencing the QoS performance
• A user’s Web service QoS experiences correspond to a linear 

combination of the factors 
• Each row of UT are a set of feature factors, and each column 

of V is a set of linear predictors
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NIMF: Neighborhood–Integrated Matrix Factorization

1u

4u

2u 3u

5u
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Location Information
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Performance Comparison
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Impact of Parameter

The parameter controls how much our method relies on the users
themselves and their similar users
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Impact of Parameter
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Approach 3: Ranking-Based Prediction

• Select the optimal Web service from the candidates
– Neighborhood-based approaches:

Predict QoS values  rank the candidates
– Ranking-based approach: 

Rank the candidates directly without predicting QoS values

Expected values:  (2, 3, 5)  on (ws1, ws2, ws3)
Prediction 1: (3, 2, 4); MAE = (|2-3| + |3-2| + |5-4|)/3 = 1
Prediction 2: (1, 2, 3); MAE = (|2-1| + |3-2| + |5-3|)/3 = 1.3

Ranking-based:  Expected Ranking: ws1 < ws2 < ws3
Prediction 1: ws2 < ws1 < ws3  
Prediction 2: ws1 < ws2 < ws3
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User Preference
• User preference on two Web services 

which have been invoked previously: 

• User preference on pairs of Web services 
that have not both been invoked by the 
current user:
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Kendall Rank Correlation Coefficient
• Kendall Rank Correlation Coefficient (KRCC)

– N is the number of Web services.
– C is the number of concordant pairs between two rankings.
– D is the number of discordant pairs.

Target Web services:       (ws1, ws2, ws3) 
User 1 observed response-time:  (2, 3, 5) 
User 2 observed response-time:  (1, 2, 3)

User 1: ws1< ws2, ws1< ws3, ws2 < ws3
User 2: ws1< ws2, ws1< ws3, ws2 < ws3

N = 3; C = 3; D = 0; 
Sim(user1, user2) = (3-0) / (3(3-1)/2) = 1 

Target Web services:       (ws1, ws2, ws3) 
User 1 observed response-time:  (2, 3, 5) 
User 2 observed response-time:  (3, 2, 1)

User 1: ws1< ws2, ws1< ws3, ws2 < ws3
User 2: ws1> ws2, ws1> ws3, ws2 > ws3

N = 3; C = 0; D = 3; 
Sim(user1, user2) = (0-3) / (3(3-1)/2) = -1 
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Problem Modeling
• Given a preference function, choose a ranking that 

agrees with the preferences as much as possible. 
• Object function: 

• Target: produce a ranking that maximizes the objective 
function. 

• Trivial Solution: search through possible rankings
– n! possible rankings
– NP-Complete problem
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Ranking Algorithm
• Step 1: for each service 

candidate, calculate the sum of 
preference values with all other 
candidates in the candidate set. 

• Step 2: a candidate with largest 
preference values is more 
preferred by the user. Rank this 
candidate at highest position. 

• Step 3: remove the selected 
candidate from the candidate 
set. Go to step 1.    
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Evaluation Metric
• Normalized Discounted Cumulative Gain (NDCG)

– The NDCGk value is on the interval of 0.0 to 1.0, where larger 
value stands for better ranking accuracy.

– DCGk and IDCGk are the DCG values of the top-K components 
of the predicted ranking and ideal ranking, respectively. 

– reli is the QoS value of the component at position i in the ranking.
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Performance Comparison



Part 3 (Ch. 7-8): Fault-Tolerant Web Services
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Fault-Tolerant Web Services
• It is difficult to build reliable service-oriented 

systems.
– Reliability of the system is highly dependent on the 

remote Web service components. 
– Web services are usually hosted by other 

organizations.
• May contain faults
• May become unavailable suddenly
• Source codes of the Web services are usually unavailable

– The Internet environment is unpredictable.

How to employ the redundant Web services and their QoS values 
for building fault-tolerant service-oriented systems?
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Background
• Traditional software fault tolerance techniques:

– Recovery block [63]
– N-Version Programming (NVP) [11]
– N self-checking programming [42]
– Distributed recovery block [40]

• Fault tolerance strategies for Web services. 
– Passive strategies: FT-SOAP [28] , FT-CORBA [74]
– Active strategies: FTWeb [70], Thema [52], WS-

Replication [67], SWS [44], Perpetual [61] 
• Our Contributions: 

– Adaptive fault tolerance strategy design
– Systematic and extendable framework for building 

fault-tolerance Web services. 
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Adaptive Fault Tolerance

• Internet environment is highly dynamic
– Network condition changes
– Software/hardware updates of the Web 

services
– Server workload changes

• Traditional fault tolerance strategies are 
too static
– Fixed at design time
– Cannot adaptive to the dynamic environment
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Adaptive Fault Tolerance

• Idea: determine optimal fault tolerance 
strategy dynamically at runtime based on the 
Web service QoS values. 

A1 A2
v

A1

A2

An
(1). Dynamic Sequential Strategy                            (2). Dynamic Parallel Strategy

The first v responses
 for Voting

Yes

isRetryfail No
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Adaptive Fault Tolerance

• Static fault tolerance strategies have good performance in some 
cases, but have bad performance in others. 

• The proposed strategy obtains the best overall performance for 
all the six users.
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Fault-Tolerant Framework

• Target:
– Optimal FT strategy selection for each task under local and 

global constraints

• Local constraint: Response time of t1  < 1000 ms
• Global constraint: Success-rate of the whole service plan 

> 99%
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Fault-Tolerant Framework
•0-1 Integer Programming Problem
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Fault-Tolerant Framework
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Conclusion
• QoS evaluation of Web services 

– Two large-scale real-world evaluations on Web 
services which were never attempted before

– The published dataset website was widely accessed 
• QoS prediction of Web services

– Three prediction approaches
– A lot of followup work on this topic using the released 

datasets
• Fault-tolerant Web services 

– Adaptive fault tolerance strategy
– Systematic framework for fault-tolerant service 

oriented systems 
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Structure of My Work

WS QoS Evaluation

ICWS 10ICWS 08

JWSR

WS QoS Prediction Fault-Tolerant WS

TSC EMSE

DSN 08
SRDS 10ICWS 09

ICSE 10

DSN 09

ISSRE 08

Journal Paper Conference Paper

Best Student Paper ACM SIGSOFT Distinguished Paper Best Papers for Journal publication
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