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Sequential Data is Prevalent
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Sequence Learning

ÅDiscover valuable knowledge from sequential data.

ÁE.g., forecasting

ÁExtracting the patterns

ÅManual analysis is inefficient and error-prone.

ÅSequence learningautomatically finds statistically relevant patterns.
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Sequence Learning Tasks

ÅSequence Prediction

ÅSequence Generation

Itôs a nice ?

Itôs a nice day

Translate to French

C'est une belle journée

(Sentence Completion)

(Machine Translation)
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The core problem of sequence learning is 
dependency modeling.

[Agrawal et al., Mining Sequential Patterns, 1995]
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ÅMarkov Models:

ÁFail to capture long-term dependencies

Traditional Sequence Learning
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Neural Sequence Learning

ÅRecurrent Neural Networks (RNNs)

ÅSequence-to-Sequence Learning

unroll

Encoder(input) Decoder (output)

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Attention Mechanism

ÅHidden state bottleneck of RNN:
ÁThe sourcesequence is encoded in one fixed-size vector.

VAttention adds shortcut connectionsto all source elements.

(encoder)

(decoder)
Á Attention weights (connectionstrengths)

Á Context vector (weighted summation)
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Self-Attention Mechanism

Å2..ȭÓ ÓÅÑÕÅÎÔÉÁÌ ÎÁÔÕÒÅ ÈÉÎÄÅÒÓ parallel computation.

ÅSelf-Attention Networks (SANs):

ÁDiscard recurrent architectures

ÁRely solely on attention mechanisms

ÁSimultaneouslycapture dependencies among all elements

ÁPositional encoding to record order information

RNN RNN with Attention

Shallow

Attention

Deep

Attention

SAN
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Challenges for Attention Mechanisms

ÅApplication domains other than text

ÁSource code data

ÁHighly structured, large vocabulary

ÅModel design deficiencies

ÁDeep self-attention involves multiple attention heads/layers.

ÁHow to coordinate these components?
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Thesis Contributions

Attention for 

Sequence Learning

Shallow 

Attention

Deep 

Attention

Pre-trained 

Attention Models

Code Completion

Code Generation

Multi -Head Attention

Representation Composition

(Chapter 3)

(Chapter 4)

(Chapter 5)

(Chapter 6)

[IJCAIô18]

[EMNLPô18, NAACLô19]

[AAAIô20]

[*CIKMô20]

* In Submission
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Outline

ÅTopic 1: Neural Attention for Code Completion

ÅTopic 2: Multi-Head Self-Attention

ÅTopic 3: Pre-trained Attention for Code Generation

ÅConclusion and Future Work
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Outline

ÅTopic 1: Neural Attention for Code Completion

ÅTopic 2: Multi-Head Self-Attention

ÅTopic 3: Pre-trained Attention for Code Generation

ÅConclusion and Future Work
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Code Completion

https://github.com/kootenpv/neural_complete

Code Suggestion

ÅStatic programming language: C++, JAVA 

Á compile-time type information

ÅDynamic programming language: Python, JavaScript 
Á learning-based language models
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Code Completion with Language Models

ÅSimplified problem: 
Ágiven a sequence of code tokens, we predict the next one token.

ÅMethod: adapt neural language models (e.g. RNNs) for code completion.

ὴύȿύȟύȟȢȢȢȟύ Ƞ—
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1. Long-range dependencies.

Challenges

ể
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Challenges

2. Out-of-Vocabulary (OoV) words.

ÅRare words

ÅUser-defined identifiers

words

fr
e

q
u

e
n

c
y

Vocabulary

OoVs OoVs cannot be 

correctly predicted!
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Methods

ÅDeal with long-range dependencies:

VAbstract Syntax Tree (AST)

Problem: given a sequenceof ASTnodes,predict
the next one ASTnode, including type andvalue.
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Methods

ÅDeal with long-range dependencies:

VAbstract Syntax Tree (AST)

Exploit the parent-children information onÐÒÏÇÒÁÍȭÓAST.
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Attention Mechanisms

ÅDeal with long-range dependencies:

VParent attention

ὃ ὺÔÁÎÈὡ ὓ ὡ Ὤ ρ

‌ ίέὪὸάὥὼὃ
ὧ ὓ‌
Ὃ ÔÁÎÈὡ ὬȠὧȠὴ
ώ ίέὪὸάὥὼὡ Ὃ ὦ

ὴ is the parent vector storing hidden state of the parent node on AST.
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Methods
ÅDeal with OoVwords:

VLocally repeated terms are prevalent.

VIntuition: copy from local context to predict OoVs. (Pointer Network)
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ὴ „ὡ ὬȠὧ ὦ
ώ ίέὪὸάὥὼὴύȠρ ὴ ὰ

Learns whenand whereto copy.

Pointer Mixture Network

ÅDeal with OoVwords:

üGlobal RNN component

üLocal pointer component
Ç Reuse the attention scores as the pointer distribution

üController
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Experiments

ÅDatasets:

ÁJavaScript (JS) and Python (PY)

ÁType prediction and value prediction.

JavaScript Python

Training Queries 10.7 * 107 6.2* 107

Test Queries 5.3* 107 3.0 * 107

Type Vocabulary 95 329

Value Vocabulary 2.6 * 106 3.4 * 106 OoV problem!
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Experiments

ÅAccuracies on next valueprediction with different vocabulary sizes

ÁVanilla LSTM: without attention nor pointer.

ÁAttentional LSTM: context attention and parent attention.

ÁPointer Mixture Network: both attention and pointer. 

Vocab.Size JS (1 K) JS (10 K) JS (50 K) PY (1 K) PY (10 K) PY (50 K)

OoV Rate 20% 11% 7% 24% 16% 11%

Vanilla LSTM 69.9% 75.8% 78.6% 63.6% 66.3% 67.3%

AttentionalLSTM (Ours) 71.7% 78.1% 80.6% 64.9% 68.4% 69.8%

Pointer Mixture Network (Ours) 73.2% 78.9% 81.0% 66.4% 68.9% 70.1%
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Experiments

ÅIs the learned pointer distribution meaningful?
ÅPointer Random Network: randomize the pointer distribution

Pointermixturenetworkindeedlearnswhenandwhereto copyOoVs.
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Summary

1. Propose a parent attention mechanism for AST-based code completion.

2. Propose a pointer mixture network which learns to either generate a new value or 
copy an OoVvalue from local context.

3. Demonstrate the effectivenessof our model via experiments.
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Outline

ÅTopic 1: Neural Attention for Code Completion

ÅTopic 2: Multi-Head Self-Attention

ÅTopic 3: Pre-trained Attention for Code Generation

ÅConclusion and Future Work
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Self-Attention Mechanism

Linear Transformation

Bush held a talk with SharonH:

Q:

K :

V:

Ἕ
ἕ
ἤ

= H 

ἥ

ἥ
ἥ

[Vaswani et al., Attention is All You Need, 2017]
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Self-Attention Mechanism

Linear Transformation

Attention Weights

Ἕ
ἕ
ἤ

= H 

ἥ

ἥ
ἥ

!ÔÔἝȟἕ ίέὪὸάὥὼ
Ἕἕ

Ὠ

Bush held a talk with SharonH:

Q:

K :

V:

e:

[Vaswani et al., Attention is All You Need, 2017]
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Self-Attention Mechanism

Linear Transformation

Attention Weights

Weighted Sum

Ἕ
ἕ
ἤ

= H 

ἥ

ἥ
ἥ

!ÔÔἝȟἕ ίέὪὸάὥὼ
Ἕἕ

Ὠ

Ἓ !ÔÔἝȟἕ ɇἤ
Bush held a talk with SharonH:

Q:

K :

V:

e:

O:

[Vaswani et al., Attention is All You Need, 2017]
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Multi-Head Self-Attention

!ÔÔἝὬȟἕὬ ίέὪὸάὥὼ
ἝὬἕὬ

Ὠ

Ἕ

ἕ
ἤὬ

= H 

ἥ Ὤ

ἥ Ὤ

ἥ Ὤ

ἛὬ !ÔÔἝὬȟἕὬ ɇἤὬ

Bush held a talk with SharonH:

Q:

K :

V:

e:

O:

[Vaswani et al., Attention is All You Need, 2017]
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Multi-Head Self-Attention

!ÔÔἝὬȟἕὬ ίέὪὸάὥὼ
ἝὬἕὬ

Ὠ

Ἕ

ἕ
ἤὬ

= H 

ἥ Ὤ

ἥ Ὤ

ἥ Ὤ

ἛὬ !ÔÔἝὬȟἕὬ ɇἤὬ

Bush held a talk with SharonH:

Q:

K :

V:

e:

O:

ἛὪ ὅέὲὧὥὸἛȟȣȟἛ ἥ

[Vaswani et al., Attention is All You Need, 2017]
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Deficiencies in Multi-Head Attention

ÅDiversity: jointly extract information from different representation 
subspaces at different positions.

1. There is no mechanism to guarantee that different attention 
heads indeed capture distinct information.

2. 4ÈÅ ȰConcat+Linearȱ ÉÓ ÎÏÔ ÅØÐÒÅÓÓÉÖÅ ÅÎÏÕÇÈ ÔÏ ÁÇÇÒÅÇÁÔÅ ÔÈÅ 
diverse sub-representations.

--Information Extraction

--Information Aggregation
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Our Solutions

1. We introduce a disagreement regularizationto explicitly 
encourage the diversity.

2. We replace the standard linear transformation with an advanced 
aggregation function.

--Information Extraction

--Information Aggregation
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Disagreement Regularization

ÅRevise the training objective for seq2seq learning (x -> y):

üThe auxiliary regularization term Ὀɇenlarges the distancesamong 
multiple attention heads.

üDo not introduce any new parameters.
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Three Types of Disagreement
ÅDisagreement on Subspaces that maximizes the cosine distance 

among the projected values:

ÅDisagreement on Positions that disperses the attended positions
predicted by different heads:

ÅDisagreement on Outputs that maximizes the cosine distance among 
the outputs of multiple heads:

ὃ ίέὪὸάὥὼ
ὗὑ

Ὠ


