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Sequential Data Is Prevalent
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Sequence Learning

ADiscover valuable knowledge from sequential data.
AE.g., forecasting
AExtracting the patterns :

AManualanalysis is inefficient and erreprone.
ASequence learnin@utomatically finds statistically relevant patterns.
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Sequence Learning Tasks

ASequence Prediction

1t gse| a | ? (Sentence Completion)

ASequence Generation

<_L Transiate to French (Machine Translation)
C'est une belle journés
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The core problem of sequence learning Is
dependency modeling

[Agrawal et al.Mining Sequential Pattern§995]
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Traditional Sequence Learning

AMarkov Models:

(b) hidden Markov model

AFail to capturelong-term dependencies
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Neural Sequence Learning

ARecurrent Neural Networks (RNNSs)
® © ©® @ ©
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https://colah.github.io/posts/201508-Understanding.STMs/
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Attention Mechanism

AHidden state bottleneck of RNN:

A Thesourcesequence is encoded inne fixed-size vector.
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A Attention weights (connection strengths)

A Contextvector (weighted summation)
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SeltAttention Mechanism
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RNN with Attention

ASelfAttention Networks (SANS):

A Discard recurrent architectures
) { Deep }

A Rely solely on attention mechanisms Attention

A Simultaneouslycapture dependencies among all elements SAN

A Positional encoding to record order information
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Challenges for Attention Mechanisms

I I " o i ".-‘r"ulr\.rtior‘\-("-check" +C), t?is.t;‘;)g{;n'\ s
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AHighly structured, large vocabulary

AModel design deficiencies
ADeep selfattention involves multipleattention heads/layers.

‘

AHow to coordinate these components?

P
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Thesis Contributions

(Chapter 3)

( Shallow ; A
. t
L Attention ]——' Code Completion [ 1 JCAI 618]
(Chapter 4)
> Multi-Head Attention [ EMNLPOG1S8, NA A
Attention for Deep
Sequence Learnin Attention (Chapter 5)
—{ Representation Compositi(in [ AAAI 620]
(Chapter 6)
Pretrained : N A
{Attention Models]— Code Generation [ * Cl KM0G 20 ]
* In Submission
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Outline

ATopic 1: Neural Attention for Code Completion
ATopic 2: MultiHead SelAttention
ATopic 3: Prdrained Attention for Code Generation

AConclusion and Future Work
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Outline

ATopic 1: Neural Attention for Code Completion
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Code Completion

Code Suggestion

neural_token . Add

# generated code follows below

https://github.com/kootenpv/neural_complete

A Static programming language: C++, JAVA
A compiletime type information

A Dynamic programming language: Python, JavaScript
A learningbased language models
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Code Completion with Language Models

ASimplified problem:
Agiven a sequence of code tokens, we predict the nextie token.

It’s ‘ [ a ‘ ’ nice ‘ ?

A4 A4

no o ey M-

AMethod: adapt neural language models (e.g. RNNs) for code completion.
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Challenges

1. Longrange dependencies.

// JavaScript source code

s
class Horse {!
r(name, trainer) {

this._name = name;
this._trainer = trainer;

}

get name() {
return this._name;

}

get trainer() {
return this._trainer;

¥
}
// Define Variable
txt = "";

~

e

// Create Instzpcg
myHorsel = new'Spir'it of Wedza', 'Julie Camacho');
myHorse2 = new Horse('True North', 'Mark Prescott');

// Increment txt

txt += myHorsel.name + " is trained by " + myHorsel.trainer + "<br>";
txt += myHorse2.name + " is trained by " + myHorse2.trainer + "<br>";
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Challenges

2. Out-of-Vocabulary OoV) words.

ARare words
AUserdefined identifiers

> A8 \ . e e e e ===
O ( |
c OoVs cannot be :
= I correctly predicted! |
CD S S o’
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Methods

ADeal with longrange dependencies:
V Abstract Syntax Tree (AST)

— NameStore: my_salary
— Assign =
— Num: 0
= e ] Store: i
my_s§le.u‘y © Parse R Nameload: range
for i in range(12): :> Module =f— For m=—t— (Call =
my_salary += 1 — Num: 12
. - NameStore: my salary
print(my_salary) e Body k==| AugAssignAdd ==
. = Num: 1
Flatten@ —  Print — Nameload: my salary um

Module:EMPTY |Assign:EMPTY | NameStore:my_salary| Num:0 | For:EMPTY| « & e |Print:EMPTY| Nameload:my_salary

'Problem given a sequenceof ASTnodes, predict:
'the next one ASTnode, includingtype and value !
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Methods

ADeal with longrange dependencies:
V Abstract Syntax Tree (AST)

— NameStore: my_salary
—I Assign
— Num: 0
- —{ NameStore: i
my_s§le.u‘y ° Parse RO I— Nameload: range
for 1 in range(12): :> Module " ror Call —
my_salary += 1 — — Num: 12
. - NameStore: my salary
print(my_salary) | Body = AugAssignAdd F=—
. = Num: 1
Flatten@ Nameload: my salary um

Module:EMPTY |Assign:EMPTY | NameStore:my_salary| Num:0 | For:EMPTY| « & e |Print:EMPTY| Nameload:my_salary
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Attention Mechanisms

ADeal with longrange dependencies:
V Parent attention

Attention scores: &t (@ @ .. © )

[ =~ 77
i | |h¢| hidden state l
f [ Al |
M. = he he_pq h¢ . ||| C¢| context vector:
T T T : Pt parent vector |
LSTM = LSTM (= -—» ISTM]| | | ——————— J

N is the parent vector storing hidden state of thewarent nodeon AST.
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Methods

ADeal withOoVwords:

V Locally repeated terms are prevalent.
V Intuition: copy from local context to predictOoVs (Pointer Network)

var grid_length

ar grid = [];
var temp_grid = [];
var beta =
var gamma =

functior get_random_int(nin, max) {
retur™rTmaTi l__l.'UUI l:l'll'_JT h. Fandom{:} * (max == min + }} + mil“l:

for Yem mmpe? i < grid_length i=1i+ 1) {

grid[i]l = [];

for (var ii = 0; ii < grid_length ii = ii + 1) {

grid[i] [ii] = "s";

¥
}
gric [get_random_int( ! grid_length--1)] [get_random_int(¢ grid_length-1}] = "I";

}

init_orsad);

draw_grid(grid, ["S","#dcdcdc","I", " "#c82605","R","#6fc041"]);
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Pointer Mixture Network

Attention scores: (¢ ‘ . n ' [______‘
. ! | |he hidden state
ADeaI Wlth Oovwords: M, h%—z. ht_T{L.,_l : con ext vec or‘
| |p¢| paren
. |
0 Global RNN component (st (st > - "
(@ ®) (@09 @ Qutput distribution: Y

U Local pointer component
C Reuse the attention scores as the pointer distribution Output distribution: Y
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Experiments

ADatasets:
AJavaScript (JS) and Python (PY)
AType prediction and value prediction.

| JavaSoript | Python

Training Queries 10.7 * 10 6.2* 10/
Test Queries 5.3* 107 3.0*10
e— Type Vocabulary 95 329
Value Vocabulary 2.6 * 10 3.4* 10 I OoV problem!
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Experiments

AAccuracies omext valueprediction with different vocabulary sizes

Vocab. Size JS (1 K)

JS(50K) _PY (1K)

OoV Rate 20% 11% 7% 24% 16% 11%
Vanilla LSTM 69.9% 75.8% 78.6% 63.6% 66.3% 67.3%
AttentionalLSTM (Ours) 71.7% 78.1% 80.6% 64.9% 68.4% 69.8%
 Pointer Mixture Network (Ourgl  73.2% 78.9% 81.0% 66.4% 68.9% 70.1% ]

A Vanilla LSTM: without attention nor pointer.

A Attentional LSTM: context attention and parent attention.

A Pointer Mixture Network: both attention and pointer.
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Experiments

Als the learned pointer distribution meaningful?
APointer Random Network: randomize the pointer distribution

Output distribution: Y

S R A JS Ik PY Ik
'---7---7-- =7 -ﬁ ! Pointer Random Network 71.4%  64.8%
hfr"‘ "*T"‘“ . T Attentional LSTM 71.7%  64.9%
[LSTM || LsTM [ - | LsT™ | | ] Pointer Mixture Network 73.2% 66.4%

N )

@9 @9 - @9 RNN distribution: W
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Summary

Propose aparent attention mechanism for AS¥ased code completion.

Propose apointer mixture network which learns to either generate a new value or
copy anOoVvalue from local context.

Demonstrate theeffectivenessof our model via experiments.

Attention scores: (¢ (m——————
hidden state }

M,

T )

|
f |
he_y hi_141 he | |Ce|context vector}
T T T : M Output distribution: ¥
LSTM = LSTM = .. —» LSTM /mmEEm—— m

[. ] [. ] (. ] Output distribution: V¢ Pointer distribution: [

r T
he ht 11

Effective Attention Mechanisms for Sequence Learning 26/ 64




Outline

ATopic 2: MultiHead SelfAttention
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SeltAttention Mechanism

Linear Transformation
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H: Bush held a talk with Sharon

[Vaswani et al. Attention is All You Nee@(17]
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SeltAttention Mechanism

Linear Transformation
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SeltAttention Mechanism

Linear Transformation
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H: Bush held a talk with Sharon

[Vaswani et al. Attention is All You Nee@(17]
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Multi-Head SeHAttention
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H: Bush held a talk with Sharon

[Vaswani et al. Attention is All You Nee@(17]
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Multi-Head SeHAttention
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Deficiencies in MultHead Attention

ADiversity: jointly extract information from different representation Multi-Head Attention

subspaces atlifferent positions. [T’_
E inear | =
Concat
1. There is no mechanism to guarantee that different attention
heads indeed capture distinct information. T uz
. . Attention §
--Information Extraction I T T
W L
Linﬁn Linem[un&m
. : L . . m e A . Y ¥ Y
2. 4 EKonCat+tLinead EO 11 O AGPOAOOEOA
diverse subrepresentations. v K O
--Information Aggregation
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Our Solutions

1. We introduce a to explicitly
encourage the diversity.

--Information Extraction

2. We replace the standard linear transformation with an

--Information Aggregation
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Multi-Head Attention
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Disagreement Regularization

ARevise the training objective for seg2seq learning £xy):

J(0) = argmax { L(y|x;60) + X D(alx,y;0) }
g N , N ,

~"

likelihood disagreement

U The auxiliary regularization tern©O(@ enlarges thedistancesamong
multiple attention heads.

U Do not introduce any new parameters.
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Three Types of Disagreement

ADisagreement on Subspadist maximizes the cosine distance

among theprojected values Multi—H;:ad Attention
1 H H Vﬁ . VJ Linear
Dsubpace — 179 Z Z ; TR
H 1=11=1 HV H”V H Concat
ADisagreement on Positiorisat disperses theattended positions -
. . ] g Scaled Dot-.Product Z H
predicted by different heads: e .]o
~ . : y '&r.r‘: ‘“ ,,“‘
U e — Fawm = Vo = ]
6 i é Qb : ", ) 1 Linearu Linearu LinearL
:;Q i Yy
ADisagreement on Outputhat maximizes the cosine distance amor :.V....5K......Q. .-
the of multiple heads:
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