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Abstract

Kinect is a devicesed mostly for motion sensing game in Xbox. More and
more people get addicted in Kineth this project, we would like to develop
an interesting applicatioabout Dance Heads.We are going to design and
implement an algorithm to achieve Dance Heads using Kinect Camera. 3D
projector is used in order to project out the 3D Head part of the playar.
application could include the following features: extractad head part and
superimposdo the video, use point cloud to reconstruct the image captured
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Chapter 1: Introduction

Motivation

¢CKSNB INB Ylyeé @ARS2 OFftfSR a5FyO0S | SIRat¢
Youtube. Those videos are extremely funny and many people are interested.

It draws a lot of attention. At that time, many people were addicted to this

entertainment when Dance Head
was invented. Doubtlessly, Dance
Heads is an innovative
entertainment for all ages of

people.

Figure 1.1 Dance Heads

CKS LINAYOALX S 2F 5Fy0S I SIRa Aa y20 RATFTTA
are extracted and then superimposed to the bodies of some professional

dancers vith animated backgroundlhe players just need to swing their

heads at that moment. According to the background music, the clothes of the

dancers would be changefl.is not necessary for the player know how to

dance.They only need to stand and swing their head part. Through the videos,

the players seem to dancing at that time.
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Unfortunately, there are so many limitations of making Dance Heads videos.
To start with, the players need to stand up and wear coloured clothes when
capturing their heads part. The most
important is the coloured clothes

should be same colour to the

backgounds. Also, the coloured W

Of 200 KSa akK2dzZ R 02 s ﬁ\’gna Y&Xe}

as shown in the figure.
Figure 1.2 Making Dance

While we are watchingthe Dance Headsideo, what comes to our mind is
how to implement the Dance Heads without the above limitatiohisthe
same timewe have noiced that XBOX are now gaining popular all over the
world. We are then inspired by the XBOX 360 KiAdiglr that, we come up

the idea of using Kinect to capture the head instead of using camera.

_ _ Figure 1.4 3D projector
Figure 1.3 Kinect

Nowaday, 3D technology is extremely popular. Many movies such as Avatar,
Iron man 3 would use 3D technology in order to attract more people to watch
the movies. Therefore, after capturing and extracting the head part of the

players, we use a 3D projector to pess the image captured by the Kinect.
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Background

S| NOKAY 3 dqibtheyrtefhet,lt iS moRd#ficult to find out some

videosl 6 2dzi a5FyOS | SIFRa¢d 2KIG Aa a5 yoOoS
video thatLJt | &eadeamsaixtracted and then superimposedto dancers with

an animated background and music. Dance Heads was found in 2003. It was
established by a comparigat is called Dance Head lithiscompany then

applied for the trade mark for the Dance Heads. Apart from Batheads, the

company have also launched other applications called Sport Heads, Super

Heads and DH Recording. The principle of these applicasguge similar.

Heads are extracted artien superimposed to different bodies.

PANeE HiAps:

Figure 1.5 Logo of Damc

These video were popular in the past. Many company, for exargaeaCola,
Disney to name but a few, made their advertisement ggime Dance Heads
videos.Without a doubt, Dance Heads was a great success. It also provided a
funny entertainment ér the public. Dance heads had also used in many fairs,

festivals, social events and amusement parks

w»
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It is interestirg of making Dance Heads videos. The players have to wear
clothes with the same colour as the background. The camera then captures
their heads and removes the other part of their bodies. After that, the players
choose their favourite songs and stand in fronthe rail. Finally, Dance

Heads videos are formed.

Figure 1.6 Make of Dance Heads video

As shown in Dance Heads specification, it requirésy OS | S| Ra NI Ij dzA NB a
MpQ 62ARGK E 5S8SLJ &LJ OSod LG @dtdz R aSd  dzL
is needed. The maxiam numbers of players are three. Sadly, the cost of this

interactive entertainment is very expensive.
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For the 3D Vision, there are several ways to present the 3D image. There are
mainly two types. The easiest way to distinguish is whether it needs glasses
or not. Firstly, to show the 3D image, the users have to wear glasses such as
active or passive glassdf no glasses are needed, some technologies are
required to process the 3D image. However, the cost of it is extremely
expensive. Hence, we would find thabst of 3D technology in our daily life

required us wearing glasses, for example, 3D televisiomabching film.

Figure 1.7 Poster of 3D film

10
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Objective

In our final year projectwe are going to study the KINECT, design and

implement an algorithm to achieve Dance Heads effect using KINECT camera.

We have to find the best way t§ EG NI OG0 G(KS LI &@sSNna KSIR
camera to captured image. After, we should use different software and

libraries to render the image into 3D graphithere are several objectives in

our final year project.

Study the Kinect SDK or other software used in our project.

(N>

55SaA3dy YR AYLXSYSyd Iy FftI2NRIKY G2

Kinectamera.

Rendering the Dance Head effect into 3D Video or viewing through 3D

projector.

Study Point Cloud library used for reconstruct the 3D point image.

Make some special featurdsr the applicationf A 1S SEOKI y3S8 (g2 LI}

faces.

11
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Runtime environment

Firstly, we use Ubuntu as the main platform. As we in semester one found
that there are some limitations using Kinect SDK, we use OpenNI and OpenCV
instead of Kinect SDK. Howewee still use Kinect camera as the major

component to capture the bodies and faces of the players.

In the project, we use C++ as the programming language and the program is
developed in Ubuntu in semester one and Window in semester two
respectively. For semester two, we have to develop in Windows because the

3D Vision Pro projector is compatible for \@faws not for Ubuntu.

{ SOSNIf 3INILKA INB YIRS FAylffteod 2S5 |
KS RSLIK @ltdzS 2F GKS LXI&8SNEQ FF OSa
extract the head part well in order to perform perfectly in Dance Heads

effect.

12
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Ubuntu is a Linux based operating system. The latest version is M214y.
software packages are componerdf Ubuntu. Therefore, we could integrate
different opensource libraries into oufinal year projectunder the Ubuntu
system. We have sed OpenNIl and OpenCV and these two oepeurce
software are als@wompatible in Ubuntu. Besides, Poi@toud ibrary is used
to construct the 3D image for the use of 3D projecaint Cloud Library

could run on different operating system such as Linuxd®vs and Mac.

Cmake is then used to control the
software complication process usin

complier indepedent configuration files

Figure 1.8 Logo of CMak

and simple platform.

13
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Chapter 2: Kinect

Introduction

¢CKS yIYS 2F YAYySOl O2YSa FTNRY (G(KS g2NR
was first launched at 2010. In 201Microsoft had launched Kinect for

Windows operating system. Kinect is popular all over the world and becomes

the fastest selling consumer electronicsdevice at 2011.

Kinect is developed by Microsoft, and migi used for the eqpment of XBx

360 and Windowsit is a motion sensing input device. By using Kinect, the
playersdo not need to use the remote control anymore. They could interact

and control the Box 360 by their gestures and movement of body. At June

2011, Microsoft redased Kinect
software development kit for

Windows 7. Developers coulc

study Kinect SDK and develo

KINECT for 4* Windows

program in C++, C# or Visual _ _ _
Figure 2.1 Kinect device

Basic.
Nowadays, Box 360 with Kinect is one of the most

popular electronic game devicescamd the world.

Figure 2.2 During playing the video game, the playemuld

Game for Xbox Kinec

also do exercise. The faith that playing video game

is not healthy would be exploded.

14
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Specification

Figure 2.3 Kinect structure

Kinect device have RGB camera, 3D depth sensomaittdarray microphone
with a motorized pivot at the base. Using the Kinect, full body 3D motion

could be captured. Apart from this, it could also recognize the face and voice.

RGB camera

Kinect camera is an RGB camera with resolution 640*480-itZ®lour. This
camera works at a 30Hz frame rate and it could recognise face and movement
of the body. The camera could detect at most 6 players, however, only two
active players are detected for the joint recognition. For each player, twenty
joints of the ody could be tracked.

The working range of Kinect sensor is from 1.2 to 3.5 meférs. horizontal

field of view is 57° wide. Therefore, the maximum range scanned is 3.8
meters wide. Meanwhile, the vertical field of view is 43°. At the same time,
the vertical pivot allows the sensor to move up and down at most 27° in

either direction.

15
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3D Depth sensor

Kinect could see in 3D in lighting conditions. The sensor range would be
adjusted atomically by software. The depth sensor is made up of anrgdra
projectorand a monochrome CMOS sensor. The depth sensor has a 320*400
resolution with 16bit sensitivity. Similarly to the RGB camera, the video

captured is in 30Hz frame rate.

Multi-array microphone

The microphone could suppress the noise, localize the acosastioce and
recognize the voice. It consists of aaday microphone capsules and

processes sound in Gt audio at a rate of 16 KHz.

Kinect Port

The Kinect port is a Microsoft proprietary connector. The connector supply

power and data communication fohé Kinect sensor.

16
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Kinect Specification

Sensor
Data Ratee RGB Camera

Data Rate- Depth Sensor:

Sensor range

Field of ViewHorizontal
Field of View- Vertical

Tilt motor for sensor adjustment in

the vertical plane

Skeletal Tracking System

Microphone array
Data Rate
Audio Systems

Echo cancellation system

Power Supply

Data Connection

color and depthsensing lenses
640x480 pixels / 32 bit color @ :
frames/sec

320%240 pixels / 16 bit grey scale @
frames/sec

1.2mc¢ 3.5m

57 degrees (1.3m3.8m)

43 degrees

Adjustment + 27 degrees

tracks up to 6 people, including

active players tracks 20 joints per
active player, 33ms response time

4 mic cells

16-bit audio @ 16 kHz

Live party chat and sgame voice chat
Enhancesvoice input Spee
recognition in multiple  voice
environments

Supplied by Kinect port or AC pow
adaptor

Supplied by Kinect port or USB p
(with AC adaptor)

Figure 2.4 Table of Kinect specifications
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Kinect SDK

Software development kit (SDK) KI N ECT
Kinect for Windowssensor is launched
by Microsoft. Using the SDK, developt{:or @ W|ndOWS

could use C++/C# or Visual Basic to

develop application by their own.

Several versions of Kinect for Windows SDK had been rel@msedDK
includes drivers for using the Kinect for Windows sensoeraocomputer
which runs Windows 8, Windows 7, or Windows Embedded Standard 7. Apart
from this, it includes APIs and device interfaces. The latest version of the SDK
is 17 and is releasedMarch 2013 On the other hand,he toolkit includes
source code sanips, for example, Kinect Studio, Face Tracking SDK etc. It is
useful for the developer since it would help developing applications by using
the Kinect for Windows SDK. Tlagest version of toolkit is 1.@nd is ypdated

March2013.

The face tracking SDK ieleased in 1.5 SDK and developer toolkit special

features.And itis usful for our final year project.

18
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1.6 of the SDK and the Developer Toolkit

Windows 8 Support

Visual Studio 2012 Support
Accelerometer Data APIs

Extended Depth Data

Color Cameré&etting APIs

More Control over Decoding

New Coordinate Space Conversion APIs
Infrared Emitter Control API

Introducing New Samples!

Kinect Studio 1.6.0

The Infrared Stream Is Exposed in the API

Support for Virtual Machines

Figure 2.5 Table df.6V SDK and developer toolkit

Microsoft also launches the latest update at March 2013. It makes the Kinect
SDK more powerful. The latest SDK offer new tools, samples and features for
the developers developing smart application. Kinect interactions as@vad

in it. It also improves the control of Windows Presentation Foundation which
is easier for developers to build applications. In addition, grip recognition and

physical interaction cone are the new features of the latest SDK.

19
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Now, it is possible fordevelopers to program Kinect for Windows applications
which wouldreconstruct highquality, threedimensionakenderings

of people and objects in real time.

1.7 of the SDK and the Developer Toolkit

Realtime, GPUassisted 3D object and scene reconstrucn by using the
Kinect for Windows sensor

Ability to infer relative sensor position and orientation from aDB scene for
augmented reality application

Advanced algorithms that are powerful enough for large sensor movemel
and scene changes during scang

DirectX11 compatible graphics cards supported

Non-real time CPU mode for neimteractive rate scenarios

Kinect Fusion Studio and samples demonstrat®3canning capabilities
AMD Radeon 7950 and NVidia GTX560 have been validated to run at

interactive rates

Figure 2.6 Table of 1.7V SDK and developer toolkit

20
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Hardware Requirements

1  Windows 7, Windows 8, Windows Embedded Standard 7
T 32 bit (x86) or 64 bit (x64) processor

1 Dualcore 2.66GHz or faster processor

1 Dedicated USB 2.0 bus

1 2 GBRAM

1 A Kinect for Windows sensor

1 Graphics card that supports DirectX 9.0c

Software requirements

¢ Visual Studio 2010 or Visual Studio 2012

7 .NET Framework 4 or .NET Framework 4.5

Supported Operating Systems

7 Windows 7
7 Windows 8

1  Windows Embedded Standard 7

21
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Hardware and Software Interaction with an Application
Sensor Array ;
Image Stream , :]
NUI Library ) Application

The SDK gives software library to help developers use the form of

Figure 2.Kinect for Windows structure

Kinectbased input like image, depth and audio. The Kinect and the software

libraryinteract with the application.

The Natural User Interface (NUI) is the core of the Kinect for Windows API.

Through the NUI, developer would get the sensor data such as audio, depth

and image stream in application.

There aretwo methods for getting the image frames, polling and event

models. The polling model is used to read data frames. The event model

supports the ability to use those data streams with more accuracy and

flexibility.

Windows Core Audio @
@ NUI API and Speech APls
DOMO codec for mic array @
®_f_________________1
Device Device .
| setup access Video stream control Audio stream control | User Made
I WInUSBE device stack WinUSB camera stack USBAudic audio stack | Kernel Mode
| Kemel-mode drivers for Kinect for Windows |
e
@ | USB Hub | Hardware
o
Kinect sensor
Kinect for Windows . User-created
D Windows SDK D COMpanants components

Figure 2.8 SDK Architecture
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Chapter 3: Open Source Library
OpenNI

Introduction O p e nmnm

The OpenNI organization is a nprofit organization. The organization is
designated to promote the compatibility and interoperability of Natural
Interaction (NI) devices, applications and middlew&@he organization was
formed in November 2010There are many members of this organization.
PrimeSense, which is the company behind the technology used in the Kinect,
is one of the members.

Natural Interaction (NI) is a concept that humdevice interaction based on
human senses. For example, handtgee and body movement are one type

of humandevice of NI. They could use their hand gesture and body
movement to controsomething in game or other devices.

OpenNl is an open source and a cross platform framework which provides the
interface for physicatlevices such as sensors and software components. The
framework definesapplication programming interfacéAPI) for developing
applicationusing natural interactionOpenNI suppogseveral platforms such

as Windows XP and later, for-B& only, Linux Ubatu 10.10 and later, for x86

and MacOS and some of the embedded system.

23
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Overview

} Application

Middleware

Components
(e.g. Hand — OpenNI
gesture — Interfaces

tracking)

¥ = o

Figure 3.1 Thredayered view of the OpenNI Concept

From the graph, the topepresents the software implements natural
interaction (NI) applications on OpenNI. Thaldle represents OpenNI which
provides communication interfaces. The interfaces interact with the sensors
and middleware components and analyze the data from the sensor. The

bottom represents the hardware devices.

24
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OpenCV

Introduction

OpenCV (Open Souce Computer Vision) is a

library of programming functions for real timeOpenCV

computer vision. It is developed by Intel and

supported by Willow Garage and Itseez. It is open source software and used
around the world. Similar to OpenNI, the OpenCV library coelduged in
different platforms. It is mainly used for the image processing.

OpenCV was first launched in 1999idtintend to improve the CRldtensive
applications such as 3D displays wall and-tiea¢ ray tracing. And then, the

first alpha version was released in 2000. Another five beta versions were
released in 2001 and 2005. In 2006, the version 1.0 was fieddigised. Two

years later, 1.1 version of OpenCVwas released.

In 2009, OpenCV was released. There are some major changes. The changes
include C ++ interface, new functions and have a better implementation for
multi-core system. Nowadays, for every sixntits, a hew version would be
released. Te latest one is 2.8.andreleased orApril 2012.

OpenCV run on several platforms. For example, it mainly runs on Android,
MacOS, Windows and Linux. OpenCV is written in C++ and its primary
interface is C++. Howevat remains C interface. Now, there are full interface

in Java, Phythoatc. Wrappers in other languagémve also been developed.

25
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Overview

Many applications are provided by OpenCV. The followings are some
examples 2D and 3D feature toolkits, face recatyon, object identification,

motion tracking, gesture recognition and Humeomputer interaction etc.

We have to include several libraries when using OpenCV. For the library cv, it
is used for image processing, object or face detection and cameraataibr

etc. Simple GUI, image/video I/O is created when the HighGUI library is
included.MLL is something about the classifiers and clustering algorithms.
CXCORE is used to perform simple operation, matrix algebra and math

functions to name but a few. IPPtiee optimized code for CPUs.

Software That Sees

Figure 3.2 Cover of reference book

Computer Vision with
the OpenCV Library

O'REILLY" Gary Bradski & Adrian Kaebler
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CMake

Introduction /4 @/Dﬂ@k@

CMake is an open source and cross platform build system using compiler

independent methodlt is used to support the applications that composed of
different libraries. CMake stands for cross platform make. It is also used for
the use in conjunction with native build environment like Microsoft Visual

Studio. It only requires C++ compiler on its own build system.

CMake was first developed in 1999 and used fernieed of cross platform
build environment. After, it was implemented in 2000 and developed in 2001.

Afterwards, CMake was still developed and improved.

CMake is compatible to project which has several libraries which have
different directories. MoreoverCMake could work with projects which
require executables to be created before generating code to be compiled for

the final application.

The build process with CMake has two stagasstly,standard build files are
created from configuration files. Afteéhat, the platform's native build tools
are used for the actual building. For the build project, there is a
(MakelLists.txt file which controls the build process. When there are many
built-in rules for compiling the software libraries and executables,dlee

also provisions for custom build rules.
27
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Visualization Toolkit (VTK)

Introduction

Visualization Toolkit is open source and cross platform software system for
image processing, visualization and 3D computer graphims on Linux,
Windows, and Ma platforms.It consists of C++ library and many interpreted
interface layers such as Java, PytiéhK supports different visualization
algorithms, for example, scalar, vector, tensor, texture, and volumetric
methods. Furthermore, it supports modeling tedques like mesh smoothing,

cutting, implicit modeling etc.

VTK has an extensive information visualization framework. It also has a suite
of 3D interaction widgets and supports parallel processing. Last, it integrates
with various databases on GUI toolkits such as Qt and TKafdse version of

VTK is 5.10.1. RdiCloud makes use of the VTK library for rendering for range

image and 2D operating.

28
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Point Cloud Library

Introduction

«y point Library

Point Cloud library

(PCL) is large scale, open project for2D and 3D image processing. PCL
framework consists of several advanced aldons, for example surface
reconstruction, filtering, registration, model segmentation and fitting. They
are used for different application such as filtering outliers from noisy data,
connecting 3D point cloud together, extracting key points, recognizfeco
based on geometric appearance, creating surfaces from point cloud and

visualizing.

PClis free for research and commercial use. It is open source software.
Besides, it is cross platform and compiled on diffeigperating system such

as Windows, LinudacOS, Android and 110S. PCL is divided into a series of
smaller code librariewhich could be complied separatedp thatit is easier

for the users developing programBhe modularity is important for

distributingPCL on platforms with reduced computational or size constraints

29
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Figure 3.3 Library depencence

PCL is developed by many scientists and engineers from different organization
and university around the world. Meanwhile, it is financially support by many
companies all over the world such as Toyota, Google, NVidia to name but a

few.

30
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Overview

Point doud is a data structure used to represent s wide range of multi
dimensional points. It is commonly used for representing 3 dimensional data.
In the 3D point cloud, these points
represent X, Y, and Z geometric
coordinates in order to show the

sampled suwdce.

Figure3.4 Example of point cloud

The most interesting ia point cloud isompatible b a number of hardware
sensors. The hardware sensors include 3D scanner, stereo camera or
generated from computer program. Point cloud library also supportsn®pe
3D interfaces and hence could acquire and process data from different

devices like Microsoft Kinect or PrimeSensor 3D camera.
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Point Cloud library is spilt into a number of modul€sefollowings are the

most important modules.

filters features keypoints

kdtree

segmentation sample_co nsensus

$ e -
. :
s
-

S

range_image visualization

- -

| S

Figure 3.5 Majo® modules in PCL

For our final year project, we are mostly focus on the io and visualization
modules. We would discuss the module of visualizatiod ioin details since

we mainly use this module in our program.
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Module Visualization in PCL

Visualization modules are used to phototype and visualize the results of
FfA2NRAGKYA 2LSNFdAy3a 2y o5 LRAydG Of 2dzR RI
routines in displaying 2D image and forming 2D shapes. Moreover, it offers

several methods for setting arendering visual properties, for example,

colour, size etc. it also provides method for drawing 3D shapes from sets of

point.

Figure 3.6 Example of visualization outpult

These two methods are extremely useful in our project since we have to
reconstruct the head image in 3D shapes. phekages makase of VTK

library as mentioned before for rendering 3D image and 2D operation.
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Module 10 in PCL

The io library consis of many classes and function for writing and reading
the point cloud data ad capturing point clouds from sensidgvices. The
OpenNI grabber framework in PCL is useful for our profgct. with

compatible cameras would use the data source to generate 3D point clouds.

Figure 3.7 Kinect device

The OpenNI grabber interface very powerful and makes the connection to
OpenNI compatible cameras in our program code.
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Chapter 4: Three -dimensional
(3D) display technology

Introduction

Since we want to use 3D projector in our project, we would like to make a

research of 3D displagchnology.We focus on the 3D vision published by

NVIDIA] S Qa SELX FAYy (62 (hétNM3Dmoeinsl yR &0 SNB2:
three dimensional while stereoscopy means stereo vision. However, most of

people say 3D is 3D display nowadays. In fact, stereosctpg msost

accurate term. Now, several companies do research 3D technology and

release many products such as NVIDIA (3D Vision), Sony (PlayStation 3) to

name but a few.

Aspeopleeyes could have depth perception whe
seeing the object, people would see the 3D vision
that object. Each person has two eyes; there is
binocular parallax when seeing the objects and the
the brain would merge two images so that

stereoscopy vision would be formedthe size, light, ‘ ‘

materid would also affect the 3D judgment of

people. Figure 4.1 Principle of stereoscopy
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Overview

There are many ways to show the images are in 3D. All these ways are divided
into two main categoriesThe first category is that the users need to wear

glasses. For the other category, obviously, the users do not need to wear

glasses.

With glasses Without glasses
Active glasses Spatiaimultiplexed
Passive glasses Timemultiplexed
Anaglyph Depthfusedmulti-layer
Polarizer Holographic
Wavelength multiplex Volumetric

Head mount display

Figure 4.2 Methods of forming stereoscopy

For differentmethods, they may have their advantages and disadvantages.

For our project, we would discuss a few of the above methods.
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3D with active glasses

For this moment, the most common way to show 3D image is using glasses.
There are mainly two types of glasses: active and passive. To start with, active

glasses are alswalled shutter glasses.

The principle of this is based on the frequency of$bheeen and the screen
would alternatelylisplaythe lefteyeand righteyeimagesAt the same time,

the glasses would shield left and right alternately like the figure shown.

(3 m Figure 4.4 Active glasse:

andsynchronizatiorsignal

Figure 4.3 Principle of stereoscopy with active glasse: ,
transmitter

As human eyes could temporary store the images that they ses, @y@d
see diffeent image Hence people would sense the images are
three-dimensional. Nowadays, most of the glasses are made up of liquid
crystal.Apart from the glasses, the projector should be 120His.important
for the glassesymchronouswith the screenFor the wirelesslgsses, there

should besynchronizatiosignaltransmitter in order to show the 3D images.
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3D with passive glasses

Thepassive glasses include anaglyph, polarize and
wavelength multiplexThe principle of it is similar to
the active glasses. Many peoplevieaheard about
GNBRdAzS 603INBSyové¢ 3Ifl a&da
example, people use colored glasses. Only green
information for left eye while information for right eye.
Finally, merge them together. 3D images would be

shown.The cost of this metho the cheapest.

1

Figure 4.5 Principle of regreen glasses

As the figure showrthe left-eye

imageofthescreerare presented to the light R
vibrating in thelight vibratingin a horizontal §Jﬂm
direction while the ight-eye images are L R
Figure 4.6 Principle of

presented to the light vibrating in the
stereoscopy with passive glasse

vertical direction.Aslongasthe left eyeof the glasseput a horizontalline
polarizer, onlymageof the horizontalvibrationwould be shownSimilarlya
verticalline polarizer is put on rightye Then, only image of verticaibration
would be shownHigh frequency projector is needed for showing the 3D

imagesA polarizing film should be used in front of the projector.
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3D Vision with NVIDIA

NVIDIA is a great compathat releases display cards and components3for
display system. 3D Vision Pro providesive shutter glasses and robust

radio-based control hub with 120Hz projector and panels.

=

e  *S
Compatible Quadre GPU “3D Vision-Ready” 3D Vision Pro RF hub
Display
Microsoft Windows XP, Application supporting Quad
Vista, Windows 7 -4 Buffered Open GL stereo or
Linux {32-bit or 64-bit) NVIDIA Stereoscopic 3D driver

Minimum system requirements

Supported NVIDIA Quadro or GeForce graphioarol

Quadro based solutions

DirectX stereo support available on Windows 7 or Windows 8only
Intel Core 2 Duo or AMD Athlon X2 CPU or higher

1GB of system memory. (2GB is recommended)

100 MB free disk space

3D VisionReady Display or Projector

Figure 4.7 Requirements of NVIDIA 3D Vision Pro

However,NVIDIA Quadro Graphics Boards and 3D Vision Pro also support
different stereoscopic projectors and display devices which are not 3D Vision
ReadySome of the display cards could only run on Windowsle some of

them just operate on Linux.
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Chapter 5: Face Detection

To develop Dance Heads application, it is important for us to extract the head
part. After that, the head is superimposed to the Dance Heads video. We
have found that there are two metlts to detect the faceThe first one is

Kinect SDK and the other ondase detectiornprovided by OpenCV. We

would discusghese two methods on the following.

Face detection in Kinect SDK

Since Kinect SDK V1.5, Microsoft added a face tracking comp@enmost
interest isface detectionsince we would like to use the face to achieve our
final year project, Dance Heads.

For the face tracking, there are many features. To start with, the face tracking
includes tracking the face position, orientation atik face features in real
time. Moreover, a 3D mesh of face, including the mouth and eyebrow is

animated. Last but not least, it would track several faces at the same time.

Face tracking

Face tracking SDK is used for the developer to develop applicationéde
detection. The face tracking SDK engamalysesthe input from the Kinect
camera. It thenestimates the head pose and facial expressions. Finally, the

information would drive NUor used in other application.
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Technical Specifications
Input image

Face Tracking SDK allows Kinect depth and color images as input. The tracking
guality would be affected by the image quality of input frames. For example
the darker condition would be harder for tracking the face. Surprisingly, larger

faces are easily traekl than smaller faces.

Coordinate system

Face tracking SDK use Kinect coordinate system to output 3D tracking results.

¢KS OFYSNIQa 2LIIAOFE OSYGSNI Aa (GKS 2NAIAN
pointing towards the user. The measurement units areargefor translation

while the measurement units are degrees for rotation angles.Finally, the

O2YLJzi SR 05 YS&aK KFra O22NRAYIGSa gKAOK LI

v
- ;_:_‘-.:?- .’I -

Camera space z

Figure 5.1 Coordinate system in Kinect SDK
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Face tracking outputs

Theoutput of the Face Tracking engine contains the following information

about a tracked user:
T Tracking status
T 2D points
1 3D head pose

¢ Animations Units

We are mainly interested in 2D points for tracking the face in our final year

project. The Face Tracking SDK tracks&he&D points on the face while 13

L2Ayida GKIFG I NByQi

aKz2gy 2y (GKS Tl OSo

the corner of mouth and the center of noise. All of the tracked points are

returned in an array. They are defined in the coordinate spaceeoRGB

image with 640* 480 resolutian

N

Figure 5.2 Front view of detected face

P A

Figure 5.3 Side view of detected face

¢ KS



3D Dance Head Using Kinect and LYU 1201
3D projector

Face detection in OpenCV

There are many researches talking about how to detect face correctly.
OnepCV has a method to detect face using AdaBoost Learning witk_lkaar

features provided by Viola & Jones.

How to detect the face? We have to first give a lot of sample whichaterel
to face. Using AdaBoost learning algorithm, some representative saarple
chosen. These samples are called Hake Features.Before using the
HaarLike features to identify objects, we have to create some specific
rectangular blocks data base, forample, face features classifiers. Harr

classifiers includectangular block with 23 black areas.
Q Q < ‘ Q @O
/
\

Figure 5.4 Rectangular block used to create classifier
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A classifier trained with few hundred sample of a particular object such as
face. After a classifier is trained, it can be applied to input image. The
classifier outputs 1 if the region is likely to be a face while the classifier

output O if it is not a fae.

Image
subregion

s the resultant classifier consists of
Not Face .
several classifierstageghat are
Face
> used subsequently to the
( : )Not Face 3
= interested region until at the stage

that the case is rejected or all the

L J
L]
( : )Not Face 3
e l / stages are passed successfully.

Figure 5.5 Cascade classifier stage to detect fe

The most important is that we have to use the
haarcascade_frontalface_alt.xml. That means
we use the classifier of the front fatésing
some function in OpenCV, a rectéagr a

circle would be drawn if face is detected in

Figure 5.6 Detected face

image or video.
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Comparison between Kinect SDK
and OpenCV

Kinect SDK OpenCV

Work on Windows 7 Work on many platforms such ¢
Linux, MacOS, Andriod

Based on 3D data Based on 2D image
Programminganguage: Programmiry language:
C# | C++ / Visual Basic C / C++ / pythonMatlab

Based on face tracking SDK and C( Based on Cascade Hdake features
interfaces provided by Microsoft

Result image: 3D image with mesh Result image: 2D image

Multi -facewould be tracked Multi-face would be tracked

Skeleton tracking Skeleton tracking

Figure 5.7 Table of Comparison

From the above table, we would find that there is a great difference between
Kinect for Windows and OpenCV. However, they would perfdrensame
operation, for example, face detecting using different method. These two face
detections are quite useful in our application.

We have to understand the principle behind Kinect for windows and OpenCV
so that we would use it better. Aftarnderstanding it thoroughly, we have to

choose a better way for our final year project, Dance Heads.
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Chapter 6: Design and
Implementation

To do our final year project Dance Heads using Kinectfinstly have to
understand the background of Dance Head$ter surfing the Internet, we
have found that a company treat Dance Heads as business for people. It is an
entertainment for the public and also an interesting advertisement for

company promotion.

After studying the Kinect SDK, we found that face tragl®DK is a powerful
tool which could detect the face using Kinect. Without a doubt, it would be
useful in our project, Dance Heads. However, there ar@fidimitation using
Kinect for Whdows. The developing environment must be Windows 7 or

above.

Therebre, in the semester one, we use Linux as the operating system. We
make good use of OpenNI to retrieve the imadatacaptured by Kinect.

After, using face detection provided by OpenCV to get the face of the player.
Finally, we use the face and then suipgposed into the video. Dance Heads

video is shown.
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OpenNI
Kinect ’ Retrieve image

data

OpenCV

‘ Face Detection &

Computation

Figure 6.1 work flow in*isemester

At the very first beginning, we have done a research on Dance Heads. It is
found that there is no Dance Heads which is using Kinect. To start with, as
mentionedbefore, we have to compare between Kinect SDK and OpenCV and
consider the limitation of both of them. Finally, we choose using OpenNI with
OpenCYV rather than Kinect SDK.

After receiving the data, we use OpenCV for our computation. The most
important part s the face detection in OpenCV. Using the cascade Harr
features classifier, we would detect the face. Finally, we have to consider how

to cut the head well from the data that we have.
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In the first semester,we have done several things. We have tried many
methods for extracting the heads perfecliilese methods include face
detection provided by OpenCV, edge detection, surface normal and surface
normal with the depth. Besides, we have to make sure the quality of the
images. Hence, we have to do someth such as filling the holes in the
images. Finally, the head is superimposed to the vid&e.would discuss

those methods one by one in detaliéger.

However, for our project in semester one, there are some limitations and
problem. In our application, the video could only available for one user, it
could only detect one face each time. The frame rate of the video is
extremely low. The application coutibt detect the side view of the player

face.
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In the second semester, in order to project out the 3D images using NVIDIA
3D vision Pro, we use Windows as the operating system. The reason why we
choose Windows is #t the display card only supports the Windows

operating system, not Linux. After we had found out the most suitable way to
extract in semester one, we pass the data to the point cloud library. Point
cloud library is used teeconstruct the images using tltata collected before.

The images are made up of many points.

Face . . .
detection(OpenC . Point Cloud libra » 3D display

Figure 6.2 Work flow of*2 semester

At this semester, it is important for us to solve the problems we found in the

first semester such as the number of face detected and also the quality of the
images. We lastly develop a program that it could detect more than one user

faces each time. Spetifeatures are also integrated into our progralRar our

FAYLFE FLIWIXAOFGAZ2YZET Al ¢62dzf R RSGSOG (o2

could be exchanged by clicking the button. Apart from this, the face of the

player would also be enlarged.
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There areb stages in our final year projeth each stage, we make an

achievement. On the following, we discuss what we have done in each stage.

Stage 1

We use C++ as our programming language. OpenNI is a great platform that
we could get the data from Kinect.

We have to include the useful header file. The main programming language in
OpenNl is C, but we have to include the@cppwrapper.H3eader file. We would

use the format of C++ to use OpenNI. Other than that, we also have to
include the other useful headeréi.

Fristly, we have to familiar with the depth and colour map. We try to handle
the depth data with RGB image data. We find a certain range at depth data.
At that specific range, the object would be shown. For the other depth, the

background is set to btk.

Figure 6.3 Result image
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Next, we have to initial the context in order to use the releated modules and
other data in OpnenNI.After initializing the context, it is important to create
the production node. We can use depth generator in OpenNetiothe depth

data. Hence, we would use tha data to achieve wehat we want.And we use a
loop to keep tracking the newest data. In addtion, thereshould be error

detection in the main program. Ther program should exit if there is any error.

Tosum up we would develop a program that using Kinect and OpneNI. We
would use the depth value collected by Kinect to achieve some specific
purpose. By doing so, we would get familiar with how to programming in
Kinect and OpenNI. The most important thing is that weuldgractise and

get familiar using the depth data of the object.
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Stage 2

After playing with the depth value in OpenNI, we have move to the next step.
The objective of our final year project is to develop a application which is
about Dance Heads. Thdéoee, we are interested in the part of head.In this
milestone, we have a try on the face detection in OpenCV. Apart from this,
we would integrate the face detection into milstone so that we are more
familiar with depth value and the face detection.

We then have to use face detection provided by OpenCV in our OpenNI
program. Since OpenCV provides some drawing and computation functions.
It is very power tool in our program without any doubt. It is important that
we have to include many OpenCV header files. hdee to include the
OpenCV and OpenCV2 libraries. The most common libraries in OpenCV are
cv.h, highgui.h. the cv.h includes image processing and vision algorithms

while the highgui.h includes, GUI, image and Video 1/O.

OpenCv-2.4.3/modules
(highguifinclude/opencv2
Jhighguithighgui.hpp

| opencvZ/highguifhighgui_ch |

/

| opencvfcorefcore_ch | | opencv/corefcore hpp |

opencv2fcorgftypes_ch opencv2jcorafo perau ns hpp | opancvZfcorgimat hpp | | apencv2fcorefversianhpp

) \\\.\Y/

stdlib.h float.h stdint.h mafth.h assert.h string.h lirmits b
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After including the useful libraries, Btage2, we have to integrate the face
detection in our programming. To perform the face dectection, we have to
add a function called detectAndDraw and definte the variable and configue
the path of xml files.On the image map, a circule with a cetain radiusvsnd

on the face of the image.

Figure 6.5 Face Detected with circle

At the same time, we combine it with what we have donestagel. Now,
face is detected on the image graph. For the depth graph, we use the depth
value of the face. We then set the range of the depth between

depth of head+20cm <depth of head< depth of he&dm
The image between that certain depth value would bewsbéd. However,
besides the face, the other things which are the same depth value of the face

would also be shown.
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Figure 6.6 Image with certain depth
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Figure 6.7 Mask of the image



