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Have you ever thought about that 
you can talk to either one of them?
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Congrats !!!
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Trinity
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Project Goal

1. Imitate a celebrity’s tone, writing style and thought strategy.

2. Build a rigorous evaluation system on LLM’s Imitation Ability.

3. Evaluate the performance on various factor, such as personality 

data, model architectural, LLM model, etc.

4. Combine text to image function using stable diffusion and 

package the image with post content together.
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Value of this project
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Value of this project
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Overall Design

Fetch celebrity 
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Efficiency

Reasons/Advantage

letting the LLM have a full understanding of the 
celebrity before replication.

Saving the summarized result can avoid LLM 
reading the lengthy input which will affect the 
result.

Pre-processing can help LLM no need to 
perform searching during the imitation which 
will improve the speed.

The summarized result can be the reference for 
LLM to mimic to ensure the consistency in the 
imitation.

Comprehensive Simulation Overcoming Limitations of LLM

Consistency
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Data Types
- To ensure having the comprehensive and accurate view of the celebrity’s 

persona, we train LLM to fetch two types of information.

Source
- Direct Communication from the 

celebrity
- Speeches, interviews, writings

First-Hand Information

Source
External content about the celebrity

- Biographies and new articles

Third-Party Information

Representing
- Celebrities’ personal ethos, 

speech and writing patterns

Representing

- Public persona, soceital 
impact, career trajectory
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Task List
- Ensuring the agent to collect the comprehensive information of the celebrity’s 

public image and work, we have designed various tasks for the agent to search 
for.

Figure: Some predefined task lists for searching Oppenheimer’s information
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Workflow

Fetching
System

- A framework for LLM application 
using chaining and various tools 

LangChain

- A plan and execute agent which can 
integrates other tools and manage the 
workflow based on the task given.

BabyAGI

- Parsing and understanding the 
information of the fetched 
result for further summarization 
of the data

ChatGPT

- A tool for the agent to search 
and fetch the celebrities’ 
information from different 
webpages.

Bing Search Tool
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Workflow
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Fetched Result
- Even though the result have the comprehensive overview of the celebrity. The length of 

the result is too long which will affect the imitation when feeding the result to the LLM

Figure: Result of the fetched information
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Generating Question Sets

- To further analyze and synthesize information

- Following the idea of the paper RoleLLM, GPT will try to capture the person’s 

thinking style and writing habit by answering different questions.

- The QA result highly summarized the information while the simulated result can 

be a pivot for LLM to mimic in the imitation to ensure long term consistency.
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Generating Question Sets
- The question generation strategy breaks down into three parts to ensure the 

questions generated are valuable. 

Aim
Guiding LLM towards a understanding of celebrity’s life and 

personality.

Predefined Data Types

Aim
- Prevent generating irrelevant 

or inaccurate questions

- Ensure the result alligning the 
celebrity’s background and 

persona.

Factualness

Examples
Education and Professional 
Background

Interests and Hobbies

Personality Favorite Books, Movies, and 
Music

Values and Beliefs Problem-Solving Style
Thoughts Communication and Social Style
Memorable Life Experience Writing and Speaking Style 19



Generating Question Sets

Figure: Prompt to generate question sets 20



Generating Question Sets

Figure: Generated QA in JSON format 21
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Background Information Sample
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Chain of Thought
(Self-consistence variation version)
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Chain of Thought
(Self-consistence variation version)
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Reverse Message Type Strategy
Implemented background information as reversed HumanMessage
and AIMessage
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Reverse Message Type Strategy
Original Sample :   

Solution 1: I am planning to pursue a master's degree in computer science or artificial 
intelligence. I believe that continuing my education will help me gain more knowledge 
and skills in my field of interest. Moreover, having a master's degree will give me an 
edge in the job market and open up more opportunities for me. 

Solution 2: I am considering starting my own business. I have always been interested in 
entrepreneurship and I believe that I have the skills and knowledge to start a 
successful tech company. I am currently working on a few ideas and hope to turn one 
of them into a reality after graduation.   

Solution 3: I am planning to apply for a job in a tech company. I believe that working in 
a company will give me the opportunity to learn from experienced professionals and 
gain practical experience in my field. Moreover, working in a company will give me a 
stable income and help me build my career.  
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Reverse Message Type Strategy
Sample after using trick:

Solution 1: I would like to work in a tech company as a software engineer after I 
graduated. I am passionate about coding and I want to apply my knowledge and skills 
to solve real-world problems. I believe that working in a tech company will provide me 
with a challenging and dynamic environment to grow and learn.  

Solution 2: I am considering pursuing a master's degree in computer science after I 
graduate. I want to deepen my knowledge and expertise in the field of artificial 
intelligence and machine learning. I believe that a master's degree will equip me with 
the necessary skills and knowledge to become a leading expert in the field.  

Solution 3: I am thinking about starting my own business after I graduate. I have 
always been interested in entrepreneurship and I believe that I have the creativity and 
drive to succeed as an entrepreneur. I want to create a product or service that can 
make a positive impact on people's lives and contribute to society.
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Application
Demo
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Part 1: Fetch Celebrity Information
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Part 2: Labeling Image Data
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Part 2: Labeling Image Data
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Low-Rank Adaptation

- lightweight-finetuning

- Insert layer between the model and enhance the 
function in that part

- performance better than fullweight-finetuning

- especially we can generate specific person’s 
image
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Part 3: Train LoRA
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Part 3: Train LoRA
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Part 4: Create Profile
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Part 5: Generate Post !

38



Part 5: Generate Post !
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Evaluation 
System
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Prototype
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Recreation of the Baselines - GPTs

- To customize GPT using natural language only.
- Support uploading data file as knowledge.

- After doing various experiments, we found that GPTs would 
1. Overly depend to the knowledge file
2. Always rewriting the instruction completely when fine-tuning

- Therefore, we didn’t evaluate GPTs in this experiment.
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Recreation of the Baselines - GPTs

Figure: Result of the experiment with GPTs
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Recreation of the Baseline

- Since the remaining baselines model are not released online, we need to 
recreate them ourselves using the idea from the paper.

- For each baseline, we mainly separate them into different sections and use 
LangChain with GPT-4 to generate the LLM responses. 

- For each section, they will be built as separate chain and connected them 
using sequential chain.

- The results will be formatted based on specific Json Schema for better 
managemen.
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Better Zero-Shot Reasoning 
with Role-Play Prompting

Figure: Implementation in Research Paper

Recreation:
- Using sequential chain to connect 

two parts.

- In stage 1, modify the user prompt 
to append the person’s 
background information.

- In stage 2, the final user prompt 
will be those evaluation questions.
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RoleGPT

Figure: Implementation in Research Paper

Description generation:
- Using a sequential chain to generate 

the second-person description after 
inputting the person’s background 
information with the modified first 
prompt.

- The catchphrase generation is 
omitted as the data of the 
background information collection 
are hardly contain their catchphrases.
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RoleGPT

Figure: Implementation in Research Paper

Context-instruct Generation:

- Calling GPT directly with the prompt 
given with the description generated 
from the first section.

- The question generated has to with 
high factualness aligning the 
person’s background

- The question and answer set will be 
the input as the next chain.
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RoleGPT

Figure: Implementation in Research Paper

In Role Play Section:

- Using Few-Shot Dialogue Engineering 
in the chain

- Putting each question generated as 
user prompt and their answer as 
assistant prompt

- Putting the evaluation questions in the 
final user prompt
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Does GPT-4 Pass The Turing Test

Figure: Implementation in Research Paper

Figure: Recreation in our system
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Question Types
The following questions types are collected from internet and our friends through 
interview. Those 8 types can be used to identify if it is real person or LLM

Question Types

Memories or Secrets Personal Data

Emotional Questions Subjective or Creativity Questions

Knowledge based Questions Ethical Questions

Logical Questions Philosophical Questions

51



Evaluation System

General
Questions

1. Creative Conceptualization
2. Ethical Dilemmas Questions
3. Logical Questions
4. Philosophical Questions
5. Problem-Solving Questions

Specific 
Questions

1. In-depth Personal Questions
2. Emotional Questions
3. Questions about the future
4. Insightful Questions
5. Interest Questions
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Question Types - Generation

For general questions, we will preprocess by using GPT-4 to generate 5 different 
questions for each general question types. Then it will have 5 lists storing those 
questions.

Figure: Prompt for generating General Questions
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Question Types - Generation
For generating the questions to different person, we will do the following:

- General questions: randomly picked one question from each list → 5 questions in total

- Specific questions: adapting the QA generation prompt from RoleLLM, let LLM to generate 5 
questions based on each aspect with high factualness.

Figure: Prompt for generating Question Answer Set 54



Evaluation Sample
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Evaluation Result
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Evaluation Result

Figure: Logical Question Sample
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Evaluation Result
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Future Work

1. Better UI
2.Deploy on Cloud Service to reduce the training time 
3.Post on Multiple Social Media Platform
4.News’ comment
5.Comment/DM interaction
6.Generate Video with celebrity
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Imitation prototype v1-3
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Evaluation prototype v1
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Current Character Role-Play Application

Character.ai 66



Current Character Role-Play Application

BoredHumans.com/celebrity_chat 67



Better Zero Shot - Result
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RoleGPT - Result
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Does GPT-4 Pass The Turing Test - Result
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Problem - Too difficult to answer

We have provided a person who is a final year student studying Physics in CUHK

For one of the knowledge based question:

“In what ways did the theoretical insights of James Clerk Maxwell influence contemporary 
perspectives on the nature and observation of the universe?”

Would be too difficult for him to answer. Hence, he may answer it very shortly or just 
directly saying that “I don’t know” which will make evaluators easily identify the answers.
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Problem – Not too related to background

We have provided a person who is a final year student studying Physics in CUHK

Some question types can hardly make questions related to physics.

For one of the ethical questions:

“What ethical considerations do you believe are important in the field of physics research, 
particularly in areas like nuclear physics or quantum computing?”

Would not be related to his background as it is not the primary focus in his study. 

Asking some ethical dilemma questions may seems to be more suitable for him.
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CREDITS: This presentation template was created by 
Slidesgo, and includes icons by Flaticon, and infographics 
& images by Freepik

Thanks!
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https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
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