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Abstract

Chatbot is a computer system that allows humans to interact with computers using

Natural Human Language. There are many types of chatbots and can be simply

categorized as open-domain or closed-domain.[1] Our purpose is to build a closed-

domain chatbot that can discuss a certain topic with the user, for example, explain-

ing an article or talking about a book, with some background knowledge in this

domain, like an expert or experienced people in this field. Since conversation is a

complicated task and involves many different techniques, during the first term, we

focus on making a system that can understand questions in natural language, and

generate appropriate responses. That is, building a close-domain question-answering

(QA) system, that generates answers from a specific domain. After that, we will

make it able to have more complicated conversations. We also tried different ap-

proaches to achieve it. Finally, we build a model that carries out this task by dividing

it into 2 tasks: Question decomposition, which decomposes the original question into

simpler sub-questions that can be easily answered, and Question answering, which

finds the answer to a simple question. It will also be trained to have some ”ba-

sic knowledge” in the corresponding field, so it could have better performance in

answering the questions in the field. Our evaluations of this model show that the

model has high accuracy on many complicated questions, and the basic knowledge

also helps improve its performs. However, some drawbacks of the current system

are found, and the analysis of how they appear and how to avoid them will also be

discussed.
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1 Introduction

Chatbots have a significant impact on modern life. There are many types of chatbot

systems that handle different tasks. Our project focus on building a chatbot that

can have a discussion with the user about a certain topic. In practice, it chats

with the user about the information of a/some given document(s). The QA system

will answer your questions according to some given document in the same field, for

example, a chapter in a novel, an introduction to a service, or a set of academic

papers that research similar topics.

The advantage of focusing on a certain domain is that the responses it generates will

have higher accuracy and be easily controlled. The model concentrates on answering

questions on a specific domain and thus can have knowledge and algorithms that

open-domain QA model cannot have. To achieve this, we understand the terms,

abbreviations, or other proper nouns in this domain, together with synonyms, basic

facts, and other basic knowledge, to improve its performance in the domain. Exper-

imental results also show the model can make use of those ”professional knowledge”,

and general models could not do that obviously.

The QA model of our system is based on roberta-base-squad2[2], it is an extractive

QA model, that could extract the answer from given documents. We also use a

question decomposition model[3] to make it capable of answering some indirect

questions. The detail of those models is discussed in the Preliminary section.

We also tested the behavior of the model and showed its correctness on different

evaluating metrics. It performs well with high correctness in decomposing questions

and finding answers for most of the questions.

However, current system is not faultless. Some incorrect outputs are found during

our experiment and led to the drawback of the model. We analyze them and make

some improvement plans for our future work.
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1.1 Overview

The main goal of the final year project is to build a chatbot. To be more specific, the

chatbot built should be able to converse over a certain domain, i.e. a closed-domain

chatbot. As one of the biggest strengths of a closed-domain chatbot is that it could

be able to answer questions that are related to a certain topic, we focus on building

a question-answering (QA) system of the chatbot first, and the work done in the

first semester will be elaborated through this report. A brief introduction about the

topic, background information, and objectives will be provided in this section.

1.2 Background

Chatbots are conversational computer programs that aim at simulating natural hu-

man conversation[4]. A chatbot can process user input, usually a natural language

sentence, and produce relevant output.

Chatbots are currently used in many different domains and applications. Closed-

domain chatbots are one of the mainstream applications. Closed-domain chatbots

are chatbots that talk about a specific topic or field[5]. For example, chatbots that

provide customer service are usually closed-domain, as they will mainly respond

to frequently asked questions. The advantages of closed-domain chatbots include

accuracy due to the limited knowledge they need to know about a certain topic, and

efficiency as they can search for answers through a smaller amount of data.

Question answering (QA) of closed-domain chatbots, which is called closed-domain

QA, is one of the main tasks of closed-domain chatbots. In closed-domain QA,

user input will be a question related to a certain domain and output will be the

answer to the question. There are many types of QA models that can achieve the

task of closed-domain QA[6]. Two types of QA models are explored in this project,

namely Knowledge Base Question Answering (KBQA) and extractive QA.(Detailed

descriptions of these two types of models will be discussed in section 2.) Both models

6



can perform well in closed-domain QA. In this project, KBQA is first explored.

KBQA models will perform QA with a given knowledge base. The knowledge base

contains knowledge of a certain domain and the KBQA model will search through

the knowledge base according to the question to find out the answer. Extractive

QA model is also explored. Instead of a knowledge base, Extractive QA model will

use input documents as its background knowledge. Questions will be answered by

searching through the documents.

1.3 Objective

Our purpose at this stage is to build a QA system that could answer questions

based on a/some given document(s). It can handle complicated question, and have

some background knowledge to help answering questions within the domain, like

discriminate special expression like terms or synonyms in this field.

At first, we tried to use Knowledge Base Question Answering (KBQA) to achieve

our purpose, but it could not meet our expectation. The reasons will be discussed

at the begining of Methodology section.

Then, we planned to use extractive QA instead, as it does well on closed-domain

QA tasks. And use a question decomposition model to pre-process the questions.

The extractive QA model is trained on data of basic knowledge of a certain domain.

The detail of model structure and the training detail are in later sections.
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2 Preliminary

2.1 Natural Language Processing

Natural language processing (NLP), also known as computational linguistics, is

a branch of computer science that focuses on utilizing computational methods to

learn, comprehend, and create information in human languages.[7] The objectives of

computational language systems can be varied. The objective may be to facilitate

human-human communication, as in machine translation, facilitate human-machine

interaction, as in conversational agents, or facilitate both human and machine profit

from the massive amount of human linguistic information that is already available

online. Question-Answering is one of the objectives of NLP, which is also the focus

of this project and will later be introduced.

2.2 Knowledge Graph

Human knowledge is always in the form of (subject, predicate, object) or (head,

relation, tail). Thus, knowledge graphs are developed to formally represent human

knowledge. A knowledge graph is an organized representation of facts that contain

entities, relationships, and semantic descriptions.[8] Entities can be real-world ob-

jects or abstract concepts, such as a car or a car brand. Relationships represent the

relation between entities. Semantic descriptions of entities, and the corresponding

relationships are types and properties with well-defined definitions. A knowledge

graph is a directed graph with nodes as either subjects or objects and edges from

subject to object as relation.

In mathematical notations, a knowledge graph is denoted as G = {ξ,R,F}, where

ξ, R and F are sets of entities, relations and facts respectively. A fact is denoted as

a triple (h, r, t) ∈ F . Knowledge graph also involves two definitions:

• Definition 1 A knowledge graph acquires and integrates information into an
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ontology and applies a reasoner to derive new knowledge.[9]

• Definition 2 A knowledge graph is a multi-relational graph composed of

entities and relations which are regarded as nodes and different types of edges,

respectively.[10]

2.3 Question Answering

Question Answering (QA) gives out a human-language question and gives a proper

answer for it. Sometimes a specific question is asked and sometimes an open-ended

question is asked. Answering goes with building defined systems in which it answers

the question that is posted by humans in a natural language format[11]. There

are different types of QA systems, and we only focus on closed-domain QA in this

project.

Closed-domain QA deals with a particular domain or topic. It is an easier task of

asking questions and getting answers because NLP systems are very good at finding

a specific topic and retrieving the corresponding answers.[11] Closed-domain QA

system gives more accurate answers than the open-domain QA system according to

the literature survey of Question Answering Systems.[12]

2.4 Neural Relation Extraction

Neural relation extraction(NRE) discovers semantic relations between entities from

unstructured text using deep learning methods. [13] It’s a useful method to represent

the information from original text in a form that well-structured and could be easy

processed by machines. The extracted information represent as a triple (h, r, t), in

which h denotes the head entity, t denotes the tail entity, and r denotes the relation

between two entities.

Then the triples will form a knowledge graph that each triple become a edge of it.
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Knowledge graphs such as FreeBase and DBpedia are examples of such represen-

tations. They are directed and labeled graphstructured data which aim to express

such explicit semantics and relations of entities in triple form.[13]

REBEL (Relation Extraction By End-to-end Language generation) is a well per-

formed NRE model. They use an approach that express triplets as a sequence of

tokens. In detail, they introduce a set of new tokens as markers, like ¡triplet¿ ¡subj¿

and ¡obj¿, marks s the start of a new triplet, end of the head entity and the start

of the tail entity surface form, and the end of the tail entity, individually.[14] They

extract the triplets in the form of original text, like the example in Figure 1.

Figure 1: The overall structure of two mainstream methods of complex KBQA[15]

We run the model on a set of documents that scratched from wikipedia pages, and

build a set of graphs form the extracted triples. But as the graphs are in the format

of original texts, and need to transform into the format of wide-used knowledge

bases like Freebase[16], DBPedia[17], or Wikidata[18] to let most of Knowledge Base

Question Answering to run on it.

2.5 Knowledge Base Question Answering

Knowledge base (KB) is an organized database with a collection of triple-formatted

facts (i.e. subject, relation, object)[15]. It is basically the same as knowledge

graph except it involves formal semantics. Its purpose is to support the modeling

of entity relationships. Many large-scale KBs, such as Freebase[16], DBPedia[17],

Wikidata[18], have been built to support numerous downstream tasks. One of them

10



is knowledge base question answering (KBQA), a task that uses KBs as its knowl-

edge source to respond to inquiries in natural language.

The task of KBQA is described formally as follows:

A KB is denoted as G = {< e, r, e′ > |e, e′ ∈ ξ, r ∈ R}, where < e, r, e′ > denotes

the relation r between subject e and object e′, ξ and R denote the entity set and

relation set respectively. Given KB G, the goal of KBQA is to answer natural

language question q = {w1, w2, ..., wm} in the format of a sequence of tokens W

(usually structured with a distinct vocabulary set V ) and the predicted answers are

denoted as A∗. It is typically assumed that the correct answer A∗ can be derived

from the entity set ξ of the KB or a natural language sequence. In general, a KBQA

model is trained using a dataset D = {(q, A∗)}.

Simple KBQA and complex KBQA are the two categories of KBQA tasks[15]. Sim-

ple KBQA focuses on answering a simple question that involves only a single fact.

Complex KBQA focuses on answering complex questions that contain multi-hop

reasoning, constrained relations, or numerical operations. Semantic Parsing-based

Methods (SP-based methods) and Information Retrieval-based Methods (IR-based

methods) are two mainstream ways to achieve the complex KBQA task. The overall

structures of the two methods are illustrated in Figure 2. Similarly, both methods

make use of topic entity detection to perform the following jobs. The main differ-

ence between the two methods is that SP-based methods will transform the question

into an executable logic form (i.e. SPARQL) while IR-based methods will retrieve a

sub-graph that contains the topic entity, entities that are related to the topic entity

and the corresponding relations and perform reasoning over the sub-graph.

RNG-KBQA[19] which uses Freebase[16] as its KB and GrailQA[20] as its training

dataset is an SP-based model used for achieving the goal of this project. The

overall structure is illustrated in Figure 3. First, for every entity detected in the
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Figure 2: The overall structure of two mainstream methods of complex KBQA[15]

question, the query of the knowledge base for paths reachable within two hops will be

enumerated as possible candidates. The candidates will be in logical form. Then, a

ranker module will rank the candidates by using a BERT-based encoder to check the

similarity between the question and the query. In the generation module, the top-k

candidates will be used to generate a target logical form using a transformer-based

seq-to-seq model[21] instantiated from T5[22].

The reason for choosing RNG-KBQA is that it achieves relatively good performance

among other models that use GrailQA as the training dataset. GrailQA is designed

to test three levels of generalization in KBQA: i.i.d. (i.e. independent and identically

distributed), compositional, and zero-shot. Using the model trained based on this

dataset could make the QA system more generalizable.
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Figure 3: The overall structure of RNG-KBQA[19]

2.6 Extractive QA

Given a document and a question regarding the content of the document, extractive

QA is a task that aims at understanding the question and finding the answer (i.e. a

segment of the document, typically an entity or an explanation) of the question[23,

24]. Currently, many of the extractive QA models use Pretrained Language Models

(PLM), such as BERT[25], RoBERTa[26], to achieve the task.

The extractive QA model used in the project (i.e. roberta-base-squad2[2]) is a

RoBERTa-base model. RoBERTa is a transformers model that was self-supervisedly

pretrained on a sizable corpus of English data. The Masked Language Modeling

(MLM) objective was used for its pretraining. When given a sentence, the model

randomly selects 15% of the input words to be hidden, after which it must predict the

words that were hidden. This makes it possible for the model to learn a bidirectional

representation of the sentence.
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Roberta-base-squad2 then uses RoBERTa to fine-tune on SQuAD2.0 dataset[27].

The Stanford Question Answering Dataset (SQuAD) is a reading comprehension

dataset made up of questions that crowd workers have submitted about a selec-

tion of Wikipedia articles. Each question’s answer is either a segment of text, or

a span, from the corresponding reading passage, i.e. the context, or the question

might be unanswerable. SQuAD2.0 is the newest version of the dataset which com-

bines 100,000 questions in SQuAD1.1 (the older version) with over another 50,000

questions written by crowd workers. By using the SQuAD2.0 dataset, roberta-base-

squad2 could be able to perform QA over a given document or text.

2.7 Question Decomposition

Multi-hop Reading Comprehension (RC) requires reasoning and aggregation across

several paragraphs.[3] Some of the questions asked may be compositional, that is,

combined with several sub-questions. In that case, the answer to those sub-questions

may be from different paragraphs or documents that a single-hop QA method cannot

correctly gather them.

The goal of question decomposition is to convert a multi-hop question into simpler,

single-hop sub-questions.[3] Then, those questions can be answered by single-hop

QA methods easily, and the final answer can be generated from them.

For DecompRC, it uses a token to replace the answer with a sub-question. The key

idea is that, in practice, each sub-question can be formed by copying and lightly

editing a key span from the original question, with different span extraction and

editing required for each reasoning type.[3] After the answer to a sub-question is

found, it replaces the text back into the answer.

There are 3 types of decomposition, namely Bridging, Intersection and Comparison:

• Bridging is dividing the original question into a sequence of sub-questions, that

14



the answer of the formal part will be inserted in the text of later parts.Used

for the the question that could be solved by finding the first evidence in order

to find later ones.[3]

• Intersection is extracting independent restrictions from the original question,

and each restriction forms a sub-question. This is used to solve the questions

that have multiple conditions by finding the answer that satisfies all of them.[3]

• Comparison is converting a comparison-like question into 2 searching task, i.e.

find the property of 2 entity. Then, compare them to get the appropriate

one.[3]

The examples are in Figure 4.

Figure 4: Decomposition, source from[3]

Inside DecompRC, there is a model PointerC, which is a function that points to c

indices ind1, ..., indc in an input sequence. Let S = [s1, ..., sc]denote a sequence of n

words in the input sequence. The model encodes S using BERT[3, 28]

U = BERT (S) ∈ Rn×h where h is the output dimension of the encoder. Let

Rn×h denote a trainable parameter matrix. There is a pointer score matrix Y =

softmax(UW ) ∈ Rn×c[3].

Where Y denotes the probability that the ith word is the jth index produced by
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the pointer. Finally, it extracts c indices that yield the highest joint probability at

inference.[3] (See Figure 5):

Figure 5: calculate highest joint probability
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3 Methodology

In this section, we discuss the architecture of our system and how we trained our

models to achieve our goal.

We have different attempts for this purpose. The first approach is using a Neural

Relation Extraction model and a KBQA model, that build a knowledge graph and

answering quetsions based on it. But it failed to handle the given documents.

Then, we use another structure that do not modify the document, but decompose

the questions to let make it easier to find the answer on the original text. And add

the background information by fine-turn the models in advance.

3.1 First Approach

Our first approach is to run a Neural Relation Extraction model on the document

and then build a knowledge graph from the triples extracted. And we can add extra

edges on the graph as the background knowledge. After that, we can use a KBQA

model to answer questions about them. The first structure of the model is as follows:

1. Build a knowledge graph that includes the background knowledge in a field.

2. Use a Neural Relation Extraction (NRE) model to extract triple from docu-

ments.

3. Use a transform function to build a knowledge graph,i.e. the graph of docu-

ment form those triples.

4. Add the relations from background knowledge graph into the graph of docu-

ment.

5. Run KBQA model on the graph of document.
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However, this structure is not practical after experiments and further analysis. One

reason is that the extracted triples are not always accurate as the data extraction

pipeline of REBEL still keeps some noise, or excludes some relations that are entailed

by the text[14]. Especially, the extracted model can not discriminate some proper

nouns like terms that will not appear in general sentences. This means the extracted

entities or relations may be incomplete themselves.

Moreover, changing the search domain of a KBQA model is inconvenient. Most

high-performance KBQA models are based on public knowledge bases like Freebase

or Wikidata, which have their own entity set and relation set, and all the triples

in it are made with special syntax. For Freebase, the entities in it must be related

to a specific Freebase ID, and there is no easy way to align textural entities to

them, as the Freebase API is already closed. Also, the relations (called properties in

Freebase) must form the logical structure like /automotive/engine/horsepower,[29]

which makes it even more difficult to generate self-made relations. For Wikidata,

it is easier, but all entities and relations also have to align to a specific ID, which

means many entities that only appear in the specific context can not be discriminated

against. So there may need many extra efforts will be a significant loss of information

if we build our system in this way. So we give up this approach, and tried another

way to realize the purpose, which will discussed in the Methodology section.

3.2 Model Architecture

Our QA system consists of a question decomposition model, a QA model, and a

Ranking model. The overall diagram of the architecture can be found in Figure 6.

3.2.1 Question decomposition model

The question decomposition model is modified from the decomposition functions of

DecompRC[30]. It read the question from the user, if it is a compositional question,

18



Figure 6: calculate highest joint probability

the model decomposes it into sub-questions. After the extractive QA model found

the answer to each sub-question, the model will also aggregate them to get the final

answers to the original question.

3.2.2 QA model

The QA model is fine-tuned from roberta-base-squad2[2]). It is an extractive QA

model and it is trained on the basic knowledge of a specific field in advance.

The QA model receives the documents before the QA section, which are related to

the field and will be the smaller domain of a conversation period (it is equal to a set

of question-answering tasks at the current stage). Then, it will receive questions,

and search for the answer to each question from the documents, and calculating

their score.

The model can generate many possible answer at once, and it have a parameter

called top k to control the amount of answers it output each time. In practice, we

set the default top k = 5, which at most 5 answers with highest score will be kept

each time. Then, it will send the answer together with their score and corresponding

context, to the decomposition model.
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3.2.3 Ranking model

The Ranking model is used to rank the final answers. As there may be more than

1 possible answer for each sub-question, when we decompose by bridging, it will

influence the next sub-questions, then lead to different final answers. So we use

a ranking function to rank and find the most possible final answer. It receive the

final answers and their reasoning details, i.e. the score of all sub-answer in the

intermediate steps, and ranks a final answer by the those scores. In practice, We

simply calculate the score of the final answer as the product of sub-answers in the

same answering sequence, i.e. Sfinal = Sp1
1 × ...× Spn

n . That Si denotes the score of

ith sub-answer, and pi is the parameter, we use p = 1 so that all sub answers have

the same weight.

After that it will generate the suggested final answer, i.e. the most possible one, and

other final answers will be treat as possible answers and out put together in case

the suggested one is not correct, and for easily evaluation. The reasoning details are

also stored, their are an option to also output them.

3.2.4 Running procedure

The whole system will receive documents from the user first. After that, it will

receive questions from the user. Their is a flow chart of the overall procedure in

Figure 8

For each question asked by the user, using bridging as an example, it will use

the question decomposition model to generate single-hop sub-questions. Then the

extractive QA model will find the answers to the sub-questions, together with the

context and score. Then, those sub-answers will form different next sub-questions

and each of which will send to the extractive QA model. It repeats the process until

getting the final answers. Then, the answer ranking model will calculate the score

of each final answer. After all, the system will output the most possible answer,
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and all other possible answers, and their reasoning details as an option. Their is a

diagram of how the sub-questions and answers generated in Figure 7

The model could also output the processing detail for each of the final answers, e.g.

the intermediate sub-answers, their scores, and corresponding contexts, for a better

understanding of its working procedure, or for evaluation.
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Figure 7: The diagram of how the sub-questions and answers are generated
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Figure 8: The flow chart of the running procedure of the QA system.
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3.3 Model Training

The extractive QA model (i.e. roberta-base-squad2[2]) can be fine-tuned using the

toolkit provided by Haystack[31]. The fine-tuning dataset can be created using

Haystack’s annotation tool. Users can input a document into Haystack’s annotation

tool, construct custom questions regarding the document, then highlight a specific

section of the document as the answer to the question. The annotated document

and question can be output in SQuAD format.

The reason for fine-tuning the extractive QA model is to let the model have training

data on a specific domain so that it may better understand some of the vocabularies

that appear a lot in that domain. Thus, a survey of knowledge graph[8] is used as

the document of the training dataset. An example of a custom question dataset is

in Figure 9.

Figure 9: An example of creating a custom question dataset using the annotation
tool provided by Haystack[31]. The column on the left side is the custom questions
created and the answers regarding each question are highlighted in the text under
”Annotation Document”.

There are a few key points to the custom question design process:

• The questions should contain words that are used especially in this domain

and are uncommon outside this domain.
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• The questions should be fact-seeking questions that can be answered by an

entity or an explanation.

• The question should focus on the material in the provided document and

should not require additional information.

• The questions should be a reformulation of the answer and should sound as

natural as possible.

The toolkits provided by Haystack take the dataset created by the annotation tool

as input and the original model (i.e. roberta-base-squad2) as the base model for

fine-tuning. Then, the fine-tuning model will be used for testing and evaluation.
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4 Experiment

4.1 Experimental Setup

In this section, we describe how we evaluate our model. We made several datasets

based on information from different fields, they consist of a/some document(s) and

a set of questions related to those documents, we test the system by asking those

questions, and examining whether it can

• Decompose the sentence correctly.

• Find the correct context that contains the answer.

• Output the correct format of the answer, especially for those containing terms

or special phrases.

We also test how the background knowledge helps improve the accuracy by testing

the model on questions that need those information to get an answer, we run both

the trained and untrained model on it, and compare their result, to ensure our QA

system not pass the testing because of the help of background knowledge, instead

of by coincidence.

4.2 Data

To evaluate our model, we manually build several evaluation datasets. Each of them

includes some documents and a set of Questions that ask for information from the

document. The documents are from a different domain for each evaluation phase.

To test its general performance, we use 2 manually made document.

One of the dataset is about bank service,the document is made from a list of services.

As most of the services are independents, the questions are mostly simple questions.

it evaluates our model’s ability to find the correct context and output the correct
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and output the correct format of the answer, as many of its services have a similar

name or similar diction. So it needs to discriminate the sentences about different

services.

the other dataset is about NLP, whose document is extracted from Wikipedia and

about the knowledge of NLP, to build another evaluation dataset. It includes many

compositional questions, so we use it to evaluate the ability to decompose the com-

positional sentences.

The questions in a dataset are manually modified from the original sentences in the

related document. We simply convert a sentence or some sentences that introduce

something into a question that asks for some information from it. An example is in

Table 1

The questions can be classified into simple questions, which can search for the answer

directly, and compositional questions, which need to decompose and answer step by

step.

To make a compositional question, we combine simple questions together. For exam-

ple, if we make a compositional question by 2 simple questions, namely question1 and

question2. The answer to question1 will be the component of another question2.

Then, we combine the questions by replacing the replaceable words in question1

with a clause that deformed from question2. An example of making a compositional

question from simple questions is in Table 2.

As the datasets are from different domains, we also use models that are trained on

the basic knowledge of the corresponding domain. So that we can evaluate whether

the training helps them discriminate the terms and proper nouns. There are 2

datasets used for this evaluation task, the information about them are in Table 3
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Table 1: Example of generate question from original text
Context: Statistical methods in NLP research have been largely
replaced by neural networks [32]
Question: Many different classes what algorithms have been applied to
natural-language-processing tasks
Correct answer: machine-learning algorithms
Incomplete answer: machine-learning
Cumbersome answer: classed of machine-learning algorithm

Table 2: Example of making a compositional multi-hop question from simple
questions

Context 1: Statistical methods in NLP research have been largely replaced by
neural networks[32]
Simple Question 1: What replaced statistical methods in NLP research?
Answer 1: neural networks
Context 2: In more practical terms neural networks are non-linear statistical
data modeling or decision making tools[32]
Question 2: Which kind of tools does neural networks belongs to?
Answer 2: data modeling or decision making tools
Compositional Question: Which kind of tools does the method that replaced
statistical methods in NLP belongs to?
sub question 1: What replaced statistical methods in NLP research?
Answer 1: neural networks
sub question 2: Which kind of tools does [ANSWER] belongs to?
Answer 2: data modeling or decision making tools
Final Answer: data modeling or decision making tools

To test whether the background knowledge make effects, we build a dataset that

also based on the document of NLP, but modifying the original sentences by deleted

many description that helps understand it. And the diction of questions will also set

to be different from the document. These modification makes it harder to answer

by simply match the keywords.Their are 20 questions in this dataset, an example of

modified text and questions is in Table 4.
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Table 3: Data used to evaluate our QA system. There a 2 datasets build form texts
about NLP and Bank Service for each. The length of document and the amount of
2 types of questions are shown in the table

Field Document Simple Question Compositional Question
NLP 9426 words 20 28

Bank Service 4452 words 93 5

Table 4: An example of modified text, and question asked. as the untrained model
do not know what is NLU, it just find a task of other application.

Original text:Natural language understanding (NLU) convert chunks of text
into more formal representations such as first-order logic structures that are
easier for computer programs to manipulate. [32]
Modified text:Natural language understanding convert chunks of text into
more formal representations.
Question: What does NLU do?
Answer of model with background information: convert chunks of text
into more formal representations.
Answer of untrained model: Natural-language generation

4.3 Evaluation

We then evaluated our model on the those datasets.

For decomposition, we test: Whether the decomposition is correct in syntax and

whether the answer asked by sub-questions can be aggregated to the final answer.

Generating the question word-by-word is known to be a difficult task that requires

substantial training data and is not straightforward to evaluate.[3] To be easier to

perform the evaluation, we just test whether the sub-questions can be answered by

the QA model and whether the sub-answers, if the model answer correctly, can lead

to the final answer.

For finding context, we test: Whether the context that the QA model detect is

including the correct answer. So We compare the context by the model and the

”correct” context, if the former one includes the latter one, or includes the parts

that contain the answer, then it is correct, otherwise, it is wrong.
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For the output of the answer, we test whether it is complete and in the correct

format. i.e. intelligible and including all required descriptions. The examples of

correct and incorrect answers are in Table5.

Table 5: Example of answers in correct and incorrect form
Context: Many different classes of machine-learning algorithm have been
applied to natural-language-processing tasks[32]
Question: Many different classes what algorithms have been applied to
natural-language-processing tasks
Correct answer: machine-learning algorithms
Incomplete answer: machine-learning
Cumbersome answer: classed of machine-learning algorithm

4.4 Result

Table 6 shows the result of question decomposition and Question answering test, we

can see that the model is able to find the correct answer to most of the questions.

For those it outputs the incorrect answer, in the end, it also detects the correct

answer, but it treats the correct answer as less possible than other answers. We also

test some multi-hop questions that need the knowledge of terms and synonym, the

models can also solve them.

Table 7 shows the result of background knowledge test, we can see that the untrained

model passes some cases by coincidence, but the accuracy is far lower than the

trained one.

Table 6: The result of running our trained models on the evaluation datasets. The
accuracy in decomposition, finding context, and output answer are shown in the
table

Dataset Decomposition Context Answer
NLP 21 of 28 37 of 41 34 of 41

Bank Service 5 of 5 89 of 98 86 of 98
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Table 7: The result of trained and untrained model on the background knowledge
testing dataset, result shows that trained model behave well most of the cases, but
untrained model can only pass few of them.

Model Correct context Correct Answer
trained 18 of 20 15 of 20

untrained 4 of 20 3 of 20
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5 Discussion

5.1 Analysis

Our QA system is capable to accurately answer the questions within a specific do-

main, decompose compositional multi-hop questions, and make good uses of back-

ground knowledge to improve the performance.

The result on most of the questions during the experiment is good, but some draw-

backs of the system are found. After further analysis of the format of some questions

it fails to answer, it shows that the system only performs well under some conditions.

That is:

1. The compositional questions must be intuitively compositional, i.e. can de-

compose into several sub-question from the original question text literally.

2. The answer to each sub-question must appear in the documents literally.

3. All the words in the answer text must appear in the context and must be

successive. Both the decomposition model and extractive QA model cannot

change the order of the appearance of words without manual annotation.

We test the model with several questions that violate this restriction, and the output

proves our assumption: this system has some limitations and thus is not useful for

all kinds of questions.

Then, we come up with some methods to avoid or reduce these kinds of errors. The

methods are discussed in the improvement section and future work section.

5.2 Limitation

The limitations of the model are mainly from the limitations of the decomposition

model, and the limitations of extractive QA. Some limitations are inherited from
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DecompRC like some questions are not compositional but require implicit multihop

reasoning, hence cannot be decomposed. Second, there are questions that can be

decomposed but the answer for each sub-question does not exist explicitly in the

text, and must instead be inferred with commonsense reasoning.[3] The cases are

shown in Table 8 and Table 9.

For extractive QA, there are also some limitations in finding the context and getting

the answer. When finding the context, we found that the current model can not

recognize some tones, like negative tones, or some conditions, like time conditions.

When Sentences have similar diction but differentiate in these conditions, the current

model could not distinguish them and thus may fail to find the correct context. The

cases that fail to find the context are shown in Table 10

Also, the answers must appear in the document literally, but some final answers can

not be directly extracted from the test, and need to be restricted or represent form

other words. The cases are shown in Table 11

Table 8: A typical failure case of our model, which is because the failure of
decomposition. The required multi-hop reasoning is not compositional intuitively.
The correct decomposition need some extra information.

Context1: Machine learning algorithms build a model based on sample data,
known as training data, in order to make predictions or decisions without
being explicitly programmed to do so.[33]
Context2: Decision trees is a earliest-used machine learning algorithm that
produced systems of hard if-then rules similar to existing hand-written rules.[32]
Question: Decision trees build a model based on what?
subQ1: decision trees build which model?
subQ2: [ANSWER]based on what?
Correct subQ1: What kind of algorithm does decision trees belongs to?
Correct subQ2: [ANSWER] build a model based on what?
Final answer: sample data
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Table 9: A typical failure case of our model, which is because the failure of
decomposition. The required multi-hop reasoning is compositional intuitively, but
the sub-question Q1 do not have answers, this lead to the failure of answering the
original question. To answer this question correctly, the model need to treat it as a
non-compositional question.

Context: Most higher-level NLP applications involve aspects that emulate
intelligent behaviour and apparent comprehension of natural language.[32]
Question: higher-level NLP applications involve aspects that emulate what?
subQ1: higher-level NLP applications involve what aspect?
subQ2: [ANSWER]emulate what?

Table 10: The extractive QA model can not discriminate the sentences when they
have similar diction but different tones or conditions. In this case, the model ig-
nore the words ”before” and ”after”, and select the former context as it have more
matching keywords
Question: How can I apply for a Credit Card in Hong Kong before leaving my
home country?
Context found: After you leave your home country and move to Hong
Kong, you can apply for a Credit Card by visiting one of our branches...
Correct context: You can apply for a Credit Card even before you leave your
home country. Fill out an application and provide all the necessary documents
and we will review your application...

5.3 Improvement

After the analysis of the failure cases, there are some plans to improve the behavior

of the system.

Firstly, we will make a threshold of output, that judge whether the suggested answer

is appropriate, and thus prevents the model from outputting low-possibility answers.

When all the answers’ final score are lower the threshold, the question are treated as

”no answers”. The value of the threshold could be decided after further experiments.

After that, we could train the model to understand some implicit relations, like

inclusion or opposition. So that, when it could not find an acceptable answer by

original question text, it could change the subject or scope, to solve questions similar

to the case in Table 8.
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Table 11: The cases that questions can not answer by extracted QA model, although
it is decomposed and have an answer.

Case1: The reasoning logic is implicit.
Context: Many words have more than one meaning; we have to select the
meaning which makes the most sense in context.[32]
Question: What kind of words we need to select the meaning of them?
Answer: Many words
Correct answer: words that have more than one meaning
Case2: Answers directly extracted from context are not complete or miss
some restrictions
Context:Machine translation Automatically translate text from one human
language to another.[32]
Question: Machine translation translate text into what?
Answer: another
Correct answer: another human language

To solve similar cases like those shown in Table 9, it may need a structure to restore

the intermediate abstract concept, that is not shown in the document literally, For

example, ”The aspect” in that case.

To improve the accuracy of finding the corresponding context and output the correct

format of the answer. There need to be a model that detects the condition, restric-

tion, or tone of sentences, to help match the corresponding context, and describe

the entities accurately.

Also, the training on background information could be improved. Current training

on includes discriminate proper nouns or expressions like abbreviations. We could

train the model by understanding the variants of them, and relations between them.

Also, current training still rely on manual work, it is time-costing, and make it hard

to put our models on different fields, as they need to be trained on different basic

knowledge for each field. The decomposition model should also be fine-turned to

perform more accurately.
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5.4 Future Work

Besides improving the QA system, we will also expand the scope of the application

of our project. The current model is able to answer questions, but a complete

chatbot needs more than just answering a question, it should also be able to reply

to different kinds of sentences. For example, it should be able to do greetings, some

simple chatting, or even discuss some topics. In a sense of that, we will add more

methods to the current system in order to make the chatbot more complete.

Moreover, we are also exploring the practical usage of our system, like customer

service, that is, there could be an AI customer service that introduces a company’s

services and answer customers’ question based on this model, or educational usage.

We will try hard to put the chatbot into usage in reality in the future.
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6 Conclusion

We studied different kinds of QA methods, and build a QA system that could an-

swer questions from a/some specific document(s), with some background knowledge

that helps discriminate proper nouns and understand special relations in a certain

domain in this term. Our first approach does not succeed but helps us better under-

stand the structure of QA systems. Our final system, which consists of a question

decomposition model, and an extractive QA model, successfully fulfills the require-

ments. It can answer complicated questions related to a specific domain with high

accuracy and acceptable waiting time and is fine-tuned by tool kits from Haystack,

to have some ”background knowledge” of the domain. We also made several datasets

to test it and evaluate its behavior. During the evaluation, it performs well on the

majority of data, but it also revealed some limitations of the QA system: it is not

appropriate for some question types. We further analyzed the failure cases and come

up with some improvement plans to make it more reliable. After all, we made the

plan for our future work, which is mainly about building a full chatbot that can have

conversations with users based on given documents and could have some practical

usage.
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[9] L. Ehrlinger and W. Wöß, “Towards a definition of knowledge graphs.” SE-

MANTiCS (Posters, Demos, SuCCESS), vol. 48, no. 1-4, p. 2, 2016.

[10] Q. Wang, Z. Mao, B. Wang, and L. Guo, “Knowledge graph embedding: A

survey of approaches and applications,” IEEE Transactions on Knowledge and

Data Engineering, vol. 29, no. 12, pp. 2724–2743, 2017.

[11] A. Clementeena and P. Sripriya, “A literature survey on question answering

system in natural language processing,” International Journal of Engineering

and Technology(UAE), vol. 7, pp. 452–455, 06 2018.

[12] S. Lende and M. Raghuwanshi, “Closed domain question answering system

using nlp techniques,” IJESRT, 01 2016.
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