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Abstract

Deep learninghas beerexperiencing a burstf evolutionrecently,and beenusedto

solve different kinds of problemgxisting game engines of Chinese chéssveverare
mostly based otraditionalsearching approach and highily on hardcoded libraries

of game records. In our project, we design and build a game Al of Chinese chess with
Deep Learning that uses Policy Network to predict the probabilities of moves
Evaluation Networkd evaluate chessboard statuses and Minimeatching to select
moves. Policy Network is further divided into Piece Selector to predict probabilities of
selecting a piece, and Move Selector to predict probabilities of destination for that
selected piecePolicy Network is trained by Supervised Leagnbased orthe game
records of master human players, and Reinforcement Leasgiogmpeting with itself.
Evaluation Network is trained by Supervised Learning with the help of ansmegne

API. Minimax Searching is to combine the outputs of Policy Netwand Evaluation
Network to make a move selection. At last, our Game Al achieved 76% winning rate

against amateur human players.
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1. Introduction

1.1. Motivation

Artificial Intelligence(Al), especially machine learnimgs beemxperiencing a burstf

evolution in recent yearas the computing capability of computées increased a lot

so that the computations required by machine learning approaches are achisvaple

much shorter timeAmong all Googl eds Al phaGo is a good e x
game Al that plays GQand itbeat Lee Sedol, one of the tolassprofessional players,

in a fivegame match with the score oflidin March 20161 t 6 s a bsitlexpgcted si n g
result which shows the powerfulness of AlphaGo, and more importantly, the great
potential ofmachine learningt uses a method called deep leagyiwhich useNeural

Network (NN)to search fothe besbptionfor current situation.

s TP - eI

Figurel.l. AlphaGo Playing against Lee Sedol

Currently many peopleare trying to use deep learning to solve different kinds of
problemsjncluding building game Al for different game&/hile most of them focus on

Go or chessnone has ever applied the approach of deep learning to Chinese chess.
Chinese chess is one traditional strategy game, which is stillpogylar nowadays

Nowadays, he existing gameengines of Chinese chess are all based on searching

LYU1601 Intelligent NelRlayer Character with Deep Learning -7-
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approach without using machine learnagd primarily rely on hardcodedlibraries of

the initial phassand the final phaseof gameso make move choice. As the approach
of deep learnig has been used on maimslds, like GO and cheskoweverthe field of
Chinese chess remaihlank. Therefore, we tried to build a game Al for Chinese chess,

using deep learning.

LYU1601 Intelligent NelRlayer Character with Deep Learning -8-
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1.2. Background
1.2.1.Development of Al in Go

In Go, the size of gamkoard is19*19=361, which is much largehan other games.
For example, there ar8*8=64 available positiors in chess, and there are 9*10=90
availablepositiors in Chinese ches a recent research, themberof legal positios

on agame board of Gis 2.80168210'"°. [18] The number is 1090 times larger than
the numberof atoms in the universe. It means ttmmplexity ismuch larger than other
chess gang like chess andChinese chessSo, direct searchingpproachis not
applicablefor Go becaussearching islow and limited in global area where the depth

of searcing may be todarge

In the beginning process of development history of Al, however, there noebetter
algorithmsto search aneévaluatethe gameboard. All theycoulddo was to modify the
evaludion fundion and pruning condition. As Qgsesa really big game boarg)ayess
are required to have the ability to judge the curmettation the difference of aresa
controlled by players). But in a game, the ownershiprd place may be fuzzy and
had to decide even for human players, and for computer progtémat time, it made
lots of mistakes and couldnbe used for a higlevel Al. So, for the scientist that time,

building an Al to overcome teplass human playeseems impossible.

To solvethe problem,Monte Carlo Tree &rch (MCTSwas introduced in this field. To
explain whatMCTS is imagine that a person whoabsolutéy a beginnerand knove
nothing about Go, and let him choose a place randomly. Then repgabtess and
calculate the wining rate of every possible move. However, sim@adomizationis
not suitable for complekoardgames. For instance, in Go, there exmsituatiors where

theremayexist manylegalmovesbut onlyfew among thenarereasonable.

LYU1601 Intelligent NelRlayer Character with Deep Learning -9-
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Figure 12. An Example of "Ladder" In Go
As shown in Figure 1.2. abovevhatthe black side does is callgidadden. The black
side forces those white stoséo move like zigzag, and finally can capture thalhn
During thisperiod the blackside must putits stones in correct poistas indicated in
Figure 1.2. or the white side can escape, which is a common sense for Gosplaysr

is easy for human playgbut not for acomputerprogram.

In 2006, the invention of UCTUpper Confidence Band 1 applied to treeshn
improved version of MCTS, changed this status. UCT would prefer a known better
move with higher winning rate other than select them completely randomly. By this
improvement, theefficiency of searching had been growing fast.2006, the level of
the best Al that time had only k level, below the average levainateus. But in 2012,
Zen, a Go enginaising MCTS, beat topclass professionalplayer atfour stones

handicapwhich means it could win against nearly half of amateurs.

However, MCTS also has its own limit in gldbview though it is good at local battle.
The level of program hardly improvedtil 27 January 201G&he day when the paper
about AlphaGo was published on Nature. AlphaGo had beat Fan Hdama@o, in 50

complete victory, which is the first victory between Go program and professional Go

LYU1601 Intelligent NelRlayer Character with Deep Learning -10-
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playess in equal condition. This revolutionary improvemenuld attribute to the use of
neural networkThe detail of the algorithm of AlphaGo can be found in litezature
review. To bebrief, neural networkprovides a faster way tevaluatethe situation on
board and to generate a quick predicted move, like what human players will do.
Combining with the accurate calculation, distributed AlphaGo running on Gbogle
cloud service wins all 500 games agaifidtdo Al. And in March 2016 AlphaGobeat

Lee Sedol, one of the top class professional players, in-@divee match with the score

of 4-1 in March 2016 In an ELO-ranking websiteGoRatings it is the seconebest

player in the world.

The succesof AlphaGo hasprovedthat it is possible for comput@rogramsto beat

human playesin Go.

1.2.2.Development of Al in Gess

In chess, Deep Blue has done it long beforevity 1997 it beatGarry Kasparowvith
3v4 2% Nowadays,even toplevel professional players have littpossibility to win
agairst Al running onnormal computers asurrent personal computers have higher

computation ability than Deep Blue.

But the Al of Deep Ble is different from AlphaGo. In fact, the hardwasf Deep Blue
consists of 30 paralleled CPUs a#80 specidy madeVLSI chips mearng that the
computer could only run chess program. But nowadays, the newest chess engine,
Stockfish can run on Windows machines, and beat any other players or Alssamaler

computer with 4cores CPU.

Nowadays, a normal game engine of chesShonesechess will contain searching part
and libraries for openingand ending. In fact, thougbhsageof these libraries isot

necessaryit can improve the performance of Al gtlgaThis is because that the number

LYU1601 Intelligent NelRlayer Character with Deep Learning -11-
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of branches in searching will increase greatly as the number of available moves
increases. Sajysinghardcoding libraries will be a good choice. But if we use Neural
Network, this should not be a probleiihe best neural network Al, Giraffe, can reach

the level of an FIDE International Mastaough Stockfish is still stronger.

1.2.3.Development of Al in Chineselh@ss

However,those game engines in Chinese chessstlteusing traditional methods. In
National Computer Games Tournament of 2008iess Nad¢fi 0in Chinesg
won its fifth consecutive champion. And it is recognized as the @asieseengine in
China. The detail algorithm of it remains secret asdbimmerciakoftware. Bit we can
infer that itstill uses traditional method, including searching and pruning. Now, there is

no any software using Neural Network in Chinese Chess. So, it is a blank field for us.

LYU1601 Intelligent NelRlayer Character with Deep Learning -12-
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1.3. Difference among Chinese Ches$ieGs and Go

The maindifference betweefhinesechess ad Go is the way to make a move. In Go,
playess should putone stoneinto an emptyposition every turnwhile in chessand
Chinese chessplayes should move a pieceon the boardfollowing a set ofrules
dependingon the type of the piece selectekhd in chess and Chinese chess, pieces can

be captured so that the number of pieces on the board will become less and less, leaving
the possible moves of those remaining pieces become more and more. While in Go, the
number of stones on the board will generallgdmae more and more and the available

positions to place a stone become less and less.

Besides, compared with chess, there are mainly two different points in Chinese chess.
First, there are two fortresses and one river on the chessboard, restricting thefmov
certain types of pieces, like King, Bishop and Advisor. Second, there is a special type of
pieces, called Cannon, which can capture only with exactly one piece in the middle but
move like Rock.Therefore, certairtonsiderations are necessary for thds&erence,

compared with the methodologies usegiavious researches about GO and chess.

LYU1601 Intelligent NelRlayer Character with Deep Learning -13-
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1.4. Objective

Our objective is to implement game Alwhich can play Chinese chess withman

users, andhe whole game systesmould have followingomponents

A user interfacdets human playerso play Chinesechessagainst ourAl. It shouldbe
able to communicate with our Alike sending information describirthe chessboard
status to the server and receiving move choice of our Al from the s#rgbouldbe

ableto judgewhethereverymove is legabr notand decide it playerns checkmated.

A game Al make moves against the opposite player based on the output-thpred

NN model.It should be able to receive the message sent from frontend, preptocess
then feed it into NN model to get a move choiarad at last send the choice back to
frontend It would be better if itis ableto play Chinese chess wittmultiple users

simultaneously and recoghmehistoriesfor further trainingusage

A programtrains NN model ahead teelused in our Al and saves the trained mdée.

our Al, it only restores the previously saved model to do calculation.

LYU1601 Intelligent NelRlayer Character with Deep Learning -14-
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1.5. Definition of Terms
1.5.1.PGN

PGN is slort for Portable Game Notation, which is one popular string format to record
the game history for chess gamgg. The basic format for recording moves is simple:

[one character to represent the type of selected piece] [the coordinates of the destination
of this move] Obviously, only a complete sequence of PGN starting from an initial
chessboard status will make sense, as the original position of the selected piece in each

move is not recorded.

Besides, therés a Chinese version of PGN to record Chinebess games. The basic
rationale is quite similar, with littlelifference.There are also othdormats in English
or Chinesdo recordgames. The common problem of themowever, is as the same as

statel above, which is that only the whole sequence togetiiemake sense.

1.5.2.FEN

King Advisor Bishop  Knight Cannon  Rock Pawn
K/k A/a B/b N/n C/c R/r P/p

Figure 1.3. Symbolic Representation for Different Pieces

FEN is short fofForsythi Edwards NotationSimilarly, it is one standard strirfgrmat
representation ahe chessboard status, using datter to represergach type othess

piecesas shown irFigure 1.3. above.

We also mad certain modifications for simplicity, likasing d6to denote an empty

position Lowercase letters are to represent the piecesippierside playerwhile

LYU1601 Intelligent NelRlayer Character with Deep Learning -15-
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uppercase letters are to represent the pietdéswerside player FEN represents the
whole chessboard row by row, wiffdas delimiterAt last the player to makthe next
move is also declareid FEN, with dofor black sideand &ofor redside The move is
recorded using four digitdgyy combining the coordinatesf both the original position
and the new position of that piedc@learly, FEN is much better then PGN faur NN

training usage, as it contains complete information for every intermediate game status.

(EWE (4% r n a |k |a r
TP
AL VINL A i -

(@) (b)

Figure 1.4. An Example of FEN Format

Here is an example of FENidRure (a) in Figure 1.4. is a chessboard stat Picture
(b) is the chessboard after replacing real pieces with symbols. And the next move is the

turn of the red side. The cos@onding FEN representation of this chessboard status is:

Arnbakablr/ 111111111/ 21c1111ncl/ plplplplp/ 11
1111/111111111/ RNBAKABNR, ro

LYU1601 Intelligent NelRlayer Character with Deep Learning -16-
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2. Literature Review

2.1. AlphaGo

AlphaGomainly contains foulNeuralNetworks.

Rollout policy SL policy network RL policy network Value network

) ) )
l,'! a ID

\ ’ J
: ] N
> &y <d .
Q @
<

Human expert positions Self-play Positions

HOMION [RINSN

<A

ueg

Figure 2.1Neural Network of AlphaGo

In Figure 2.1, the left twonetworks learned from humaexperts, which ussupervised

learning to train.

Rollout Policy Networkis a simple network that can deal with chessboard. It is similar
as firstimpressionof human playersit has relatively lowaccuracyabout 24.2% in
predicting humanp | a yrmores,dmainly used for reducing the nearly impossible
moves of searching tree. The maialgvantagef this neural network is that it can run
faster which needs only 2 nanosecondsaiect a move while SPolicy Networkneeds

3 ms to do that.

SL Policy Networkalso is used to predict the human plé@yanove. However, as it is
more complex in structure which have 13 layer and-waihed which use80 million
positionsto train, it has higher correct rate. Foormal chessboard, thaccuracycan
reach 57.0%. However, it is not enough as it has approximatelyl0% winning rate

again traditional Al using MCTS.
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The two networkson the right side are usinBeinforcementLearning RL Policy
Network has same structure as Bblicy Network but it continuously plays with itself,
and makes improvement based on the result. Aenforcement Learningt has 80%
winning ratio against previous version using supervised learBuen if it doesnothing

search at all, iperformsbetter than any other Al.

The last part iwalue network. Though th&tructure of this network isot very different

from Policy Network it only output a value representing the prediction of winning rat
for one side. lusesthe positions sampling from the selaying game from RIPolicy
Network in order to prevent overfitting. Because if it uses normal games as training
datset, it would trace every mowe a specific game and then record the resuthe

game instead of th&tone distribution.

BesidesNeuralNetworks, it also uses MCTS. Different from normal Al, with the help
of Neural Networks, the single searchingised by AlphaGaowill start with using SL
Policy Networkpredicting a chain of movesnd using the result from value network
and rollout to improve it. The result will be the score of next move. After repeating this
procedure for enough time, it will have a map of score for all possible next move and

put next move according to it.

Figure 22.shows an example for hodlphaGomakes next move. The position is taken
from the game with Fan Hui, and AlphaGo is on black side. In all of these subgraphs,

the pointwith red circle is the best move according to the method & use

Figure a is represging the evaluation after next move using valuation netweidure

b is representing the result from searching where it uses only value network without
rollout network.Figure c is representing the result from searching where it uses only
rollout network without value network. We can notice that the result form MCTS would
be different if the ratio between them are changethéir practice they discovered that

a mixed ersion would have best levétigure d is the result from SRolicy Network
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directly. The first move chose by it is a move of middle lef/ggure e shows the ressilt
from its search tree, and it will cbee the move witlhe highest valud=igure(f) shows
principal variationfrom search treef AlphaGa The number of sequence number
means a most possilpeedictionabout process of the game. Though Fan@uiove is
not the same athe prediction of AlphaGohe admitted that mosesuggestedoy

AlphaGowould be better.

a Value network b Tree evaluation from value net € Tree evaluation from rollouts
PG BB TTI 7_&#7_1 o O k TTT
@+ 00 PO DD
@ @ @1 I ®
@ @ @ ‘ 25

GGG BPPRB - -

d Policy network € Percentage of simulations f Principal variation
EFFETEEH e S = SRS e T ee
® d hd o B S T s 41

T T 2‘
__0 : 7744
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|
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Figure 2.2. An Example of AlphaGo Making a Move

Due to the improvement abovalphaGo has become the strongest Al in the world.
Consisting of1,202 CPUs and76 GPUsthedistributedversion of AlphaGo beat any
other while a normal versionsing48 CPUs,and8 GPUsonly loseone game in 495

games in total. Even with handicaps, it still had high winning rate against others.

Though the rules of Go and Chinese Chess are different, we can still learn from the

methodand idea®f building AlphaGo
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2.2. Predicting Moves in Chess using Convolutional
Neural Networks

The work fromOshri, B., & Khandwala, Milso uses convolutional neural network. As
it is design for chess, we think it more helpful for our project because chess is a lot more

similarfrom Chinese chess compared with paper abouta@ph

In their work, they mainly build policy neural network. And in predicting next move
from human players, it reached the accuracy of 44.4%, which is pretty highudtess

of their work proveshat itis possible to use CNN teoain anAl for playing chess.

In their thesis, the recognize reasoning of chess as kinattdrprecognitionwhile
traditional method only consists of searching amdluation And the way for the neural
network to select a mevis to separate a move into tyarts: selech piece and move it

to otherplaces And use piece selector and move selectors to solve the part respectively.
This is different from AlphaGo, because of the difference between moving a piece in

chess and puttg a stone in Go.

However, the high accuracy in predicting ne
high level of playing chess. In the 100 games with Sunfish, a famous chess engine, it

loses 74 games and draws in the rest of game. In those draw ¢ais@sogram play

well in the middle game, and force opponents to make a draw. However, in the sparse
ending game, it faces many troubles becaus

position.
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2.3. Giraffe: Using Deep Reinforcement Learning to Play
Chess

InMat t h eswvork, &€ irdplemented evaluation function of game engine based on

neuralnetwork We use his paper as reference onEvaluation Network
The feature of the inputs of neural network has following features.
a) Side to Mové It is turn forblack or for white.

b) Castling Rights- Presence or absence of castling rigitastling is a special

rule for chess. In Chinese Chess,dve méet to consider it
c) Material Configuratiori Amountof each kind opieces
d) Piece Listgd for every piece, note #ir position coordinate, existence

e) Sliding Pieces Mobilityi for sliding piece, note how far they can move along a

direction, and liberty of them.

f) Attack and Defend Mapk for each square, note thé&acker and defenderith

lowest value.

After determiningthese features, the author did not mix them directly because the
connection between two features with long distance logically would have no benefits to
the result. As a result, the last 2 layers are fully connected, while the prior one was

trained sepataly.

For their training dataset, instead of using that collected on Internet. They added a
random legal move to the board and used the processed one as training data. The reason
of this process is to increase traietyof dataset, in order to help theural network to

evaluate the unseen situation.
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Then the author usedeinforcement Learningp the neural network, and use A&af
algorithm. In each time of iteration, they use the network to move 12 moves, and trace
on the move to see when the scoreadrd will change, weighted by the distance from

the beginning position.

| Search Score | Score Change | Discount Factor | Contribution to Total Error
10 0 0.7 0

| 20 10 0.7! 7

20 0 0.7° 0
20 0 0.7 0
-10 -30 0.71 -7.2

| -10 0 0.7°

| -10 0 0.7° 0

|40 50 0.77 4.12

| 40 0 0.7° 0

| 40 0 0.79 0
| 40 0 07 0
40 0 0.7 0
' . '- Total Error: 4.10

Figure 23. An Example of FIeaf Searching Results

In the sample graplas shown in Figure 2,3he network used a discount parameter 0.7.
The second movehanged the score by 10, then its effect on Total Error is 10 * 0.7 ~ 1
= 7. We can see that in this algorithm, if a move which will change the board is far away
from now, it would have lower contribution. The algorithm cisnsistentwith our

common sensexbout chess.

The result of theiNeuralNetworkis remarkable Their program, name@iraffe, have
an evaluation function compable to thoseof best ches&nginesworldwide, though
evaluation function®f those engineare alldesigned anduned by humanover many

years
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3. Methodology

3.1. Supervised karning

Superviseddarning isone of deep learning approaches, through which the NN model is
trained by dataset with target lahels supervised learning, examplén thetraining
datasetare composedf inputs usuallyrepresenting features of objects to be learned
and target outputs Generally speaking, the goal of supervised learning is to learn a
function, classifying objects into different labels depending on the values of certain
features, out of the tramg data.An acceptabldunction shouldbe able todeal with
unseen instances correctiyhich requires the function talassify the data in a learned
reasonable wayn supervised learninghere are several tradeoff issues, which would

affect the trainig results, as stated hereinaffet

BiasvarianceTradeoff The tradeoff between bias and variansethe first issue to be
considered[3] An algorithmwith high bias will ignorethe relevant relations between
features anexpectedoutputsand give incorrect answer&nd an algorithm with high
variance will record the random noise rather than expected laletlgesform bad in
unseen inputs, which is also called overfittidgn algorithm should have flexibility to
retain low biaslf we try to increase its flexibility, the variance of the algorithm would
increase as wellAlso, the similartradeoff issuehappens betweethe complexity of
regression function and the size of training dgth A complex function will requirex
large amount oflatafor the modeto learn correctly and the function may have low bias
and highvariance On the oppo$e, a simple function only needssmall size of data,
but it may become inflexiblJeand have high bias and lowariance To handlethe
tradeoff issues, a goodmodel should adjust between bias amdrianceand make a

balance.

Dimensionality ofinput Space If there ardots of featues in inputs it will be difficult

for themodelto learn because redundanhrelated features will confuse thedel To
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solve this problem and increase #weuracya reduction of featusshould be done.

Noise inOutput Values In reality, thedesiredoutputs ina dataset may not be always
corrector optimaldue to many reassnsuch ashuman errors. For instancen our
project, human playersiay make faults and choosea bad movesomdime. It& also
possible thatdifferent players may apply different strategies based parsonal
reasoningand chooselifferent moves in onesame situation. If the learning algorithm
wants b make perfect matches, it will oWerfit into a specifictraining dataset and

performquitebad forother datasst
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3.2. ConwlutionalNeural Network

In machine learning, a Convolutional Neurattivork (CNN) is a special type of NN
and its connection pattern betwassuronsmitatesthestructureo f c at gystemv i s u a l
The main difference of CNN and norm&leural Networkis that CNN make

assumption that inpsiare pictures. And it has following featur§s)

Local ReceptiveFields In afully-connectedNeural Networkthe input is onnected to
every hidden neurorin CNN, however,neurors in the first hidden layer wilbnly be

connected to small region of inputs. The valagthe first layer will bethe results of

convolution beweentheinput layerand filters [5]

input neurons

Q0RO L L0000 00000 first hidden layer

o000 ?___‘Es——-m

e s s e
QO ODror™

Figure 3.1. Local Receptive Fields

As shown in Figure 3.1it applies a 5*5 filter to a 28*28 input image, and will get
24*24 hidden layer. Usually the filter is moved fane pixel at a time, but sothae a
larger stride will be used. Foinstance,sometimesve may use a stridef 2, which

means that each time we move fitter by 2 pixelsto the right or down.

SharedWeights andBiases For a given feature, the weight and bias of every neuron are
same resultingin the identicalfeaturebeing detectetyy all neuronsThe advantage of
using this method is that it can reduce the total number of parameters and computations

in the network[5]

LYU1601 Intelligent NelRlayer Character with Deep Learning -25-



Department of Computer SciencagEngineering, CUHK Final Year Project Report

28 x 28 input neurons first hidden layer: 3 »x 24 x 24 pneurons

Figure 3.2. Shared Weights and Biases

In Figure 3.2. there exist 3 feata maps in the networkn everyfeatue map a 5*5
filter is used, and the whole image shattesidenticalweights and biasThis network

can detect 8lifferent kinds of featureacross the whole image.

Pooling Layers Pooling layers ara@isedto condensdhe output from convolutional
layers andsimplify the information For example, maypooling, a mosused method for
pooling will pick the maximum value in a region of specific siaadthenthe number

of neurons in the output of pooling layer will decrease grdaily.

hidden neurons (output from feature map)

max-pooling units

o0
Q0

]

Figure 3.3. Pooling Layer

In Figure 3.3, a 2*2 maxpoolingis used. In every 2*2 region, the pooling unit will find
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the maximum value in the region and use it as the oufyfter the pooling process, the

size ofthe outputlayer will become half ofhe hidden layer

The final layer of CNN is usually a fyliconnectedayer, connecting every neuramits

previouslayerto every neuron in this layesnd usealogistic fundion to outputresult

With all these featuresCNN will have better performancenisome appropriate
problems thartraditional NN. The reasorthat we chase CNN will be mentioned

afterwards.

In our project, wehooseherectifier asthe activation functiorused in CNN

it domad

10 5 3 10

Figure 34. Plot of ReLU Function

The graph above is the plot tife rectifier function. INNN, any unitemployingthe
rectifier is called a rectified linear unit (ReLU) Compard with normal I@istic
functiors like sigmoid function, it hehigherefficiencyin computation because inly
contairs comparisonand addition andavoids the problem ofvanishing or exploding

gradient[6]
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3.3. Softmax

The softmax functions a generalization of logistiegressiorwhen we need to classify
among multiple classe$7] After softmax, the highest input value will have highest
probabilityand other values will be depressed. Every element in the output vector has a
value in [0,1] represents tipeobability of the label is correct. For a-8imension vector

z, the softmax function can lbepresenteds:

%j
o(z); = — for 7=, *; K

E?T:] ezk

il is the output vector with susgual tol.
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3.4. Minimax Searching

Minimax is a search method that can be used in different kinds of chess game that it can
minimize the maximum loss. And it woskwell in two-man zeresum games, including

our topic Chinese Chess.

To explain how minimax works, firstly, we defimaaxmin value as the maximum
reward a player can win i f qgbwlentlyatessthe 6 t know
minimum value his opponemntanreduce the reward to if they know his action. Or in

the formula below:

v; = maxmln v (al| a".)

—_ a G

In the formula,i represent thewrent playwhile 7i represent the others.igthe action

takenandyv is the reward gain or thevaluation

Minimax on a two-person game tree of 4 plies

Figure 3. Minimax Searching

To calculate the value, every time we search a move, we always suppose the opponent

will make the strongest move, or in other way the move which make the evaluation the
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lowest. And this kind of seartiy can be iterated and be recognized as search tree as

Figure 3.5.

In the zeresum games like Chinese Chess, thsult of minimax will reachNash
equilibrium And the action they make will ensure that they can mekimum

regardless the actianade bythe opponent.

Using this kind ofstrategy the engine can look further and prevent some shgited
move. For example, the old engine mesgthe cannon to capture the oppor@hknight
directly, which will soon be captured by the rock nearby and is absolutely a bad move.

With minimax, it carpredict thecounter and make a better move.
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3.5. Reinforcement Learning

Reinforcement karningalso belongs tdvlachine learning. It mainly oncerned with
howthe model (or agenghould react to the input aspecialized situatioto maximize
the cumulative rewardUsually, we can use supervised learning to train if we have
enough size of dataset. However, if we want to improve the perfornoérice model,
the original dataset may not baough Reinforcement learning, as oneurfsupervised

learning, can be a solution.

The main difference betwedeinforcement Learningndstandard supervised learning
is that in the process &feinforcement karning standard correct answers to inputs are
never given. So, the model will try to find a balarmtweenexploitation (of learnt

knowledge)andexploration (of unknowrerritory).

Enwrmme*rt

\. Rawary

In tE'p reter
1a

Agent

Adion _

Figure 3. Reinforcement Learning

In Reinforcement Learning basic model should consist of the following partseteof
statusesabout the environment and agent, a set of action to transit between states,
rewards given according to the transition and the action, observations that the agents can
see(in our case, Chinese chess is fully observable, so the whole chess halarays

seen by the network)
At the process oReinforcement Learningthe model shouldjive response tdhe
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current states discrete time step#\t each time, the agenwill see its observation of
the environment andhooses anovementrom all the availatl# movesand sent to the
environment.Then theenvironmentwill transit to a new statand calculate the reward
according to the transitiohe objective of the learning process iddarnhow to get
the maximumamount of rewards. In the chess game gileatest reward is the win of a

game.

Googl® s Al p h a G®einfoicament lear@ngn the Policy Network In their
approach, they use Reinforcement Learningetwork whose structure and values are
identicalto those in their previous supervised leéagmnetwork. And thetochastially
select a version among the iterations they made to avoid overfitting. After the
Reinforcement LearninghePolicy Networkhas 80% winning rate against the iteration
beforeReinforcement LearningSo, we can see thRenforcement Learningan be a

powerful tool to improve the performance of neural network model.
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3.6. TensoFlow

As anopensourceproject, TensorFlow is aoftware librarydesigned to dmumerical
computation It can suppordifferent platformsincluding desktop, serveand mobile
platform and can run on both CPU and GPIg¢nsorFlow provides developeausing
deep learningvith an easy way to handle underlying layer computation. They just need
to define the architecture dheir own Neural Netwok model, select the objective
function they want to usend thenfeedthe training data into the modelTensorfow
makes their work much easier and cleafer.Tensorffow is built to supporthreads,
gueues, and asynchronous computatibnanmake thebest ofthe computation ability

of hardwareancluding both CPU and GPUB]

SGD Trainer
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Figure3.7. Data Flow Graph
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3.7. Aliyun

Cloud computing is a new concept that service provider distributes their processing
resourcedo users on demand. And people can deploy their program or server on it
without worrying about setting up the environment. The use of cloud computing

releases the workload of engineers from trivial problems and help them focus on their

own work.

Aliyun is a cloud computing service provider own by Alibaba, and it is the leading
provider in mainland china. Due t®25 IDC reportit is one of the top five providers
in this field. Also, there are many wddhown companies using Aliy@ service,

including Nestle,Philipsand Alipay.

Figure 38. Data Centers in Aliyun
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4. Design

4.1. Project Workfow

Our projectdevelopment proces®uldbe roughly divided intdhe followingfour steps
Model Design, Model Building, Model Training aModel Testing.These four steps
were repeated until we fourtdatthe final performance of the game Al was reasonable,

or satisfying to certain extent.

v

Model Design

¥

»  Model Building

¥

> Model Training <

'

Model Testing

. Real Performance
Accuracy Testing Testing

! l
Figure4.1 Project Workflow

First, based on previous works of other game engines in Chinese chess, ch@es and
our own modelwas designed, such as the structure details of Neural Netwibik
componerg of our Al mode| the algorithms to make move choicemd so on

considering tk special aspects of Chinese chess.

Secondly,the Al model was built based on our previous design, and functions were
implemented accordinglyAlso, the training data were collectethd processedor

future usage.
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Next, the Al model was to be traineasing training datasstcollected previouslyby

certain training strategies

At last, the trained Al model was to be tested so that its performance could be quantified
or directly demonstrated. Here, it was firstly tested by a testing dataset, which was in
the same format with the training dataset, and its prediction accuracy was calculated,
which was a quartative measurement dhe Al model. Besides that, the Al model was

also tested against real human players, to see whether its performance appeared to be
reasonable in actual gam&asically, only after a satisfying accuracy was achieved in

that simple Accuracy Testing, the Al model would be tested in real games.

After testing, the results were analyzed to find the reasons behind, andeti@n

modifications would be made.

If the design was determined to be ineffective, a new model would be designed, after
more researches, analysis and reasoning. But if errors were found in the procedures of
Model Building or Model Training, or those pte could be changed to improve the
training results, modifications would also be madeordinglyandwe would train the

modified model and test it again
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4.2. Game Engin®verview

Human User .
Node.js
Player | g Interface |
|
Piece Selector Move Selector

i

Possible Move Choices

}

Evaluation Model

Final Move Choice

Game Al

Figure4.2. Game Engine Structure

Here is thegeneralstructure design of ouinal versionAl model. Our game engine

mainly consists ofhree partsfrontend, backend and the connection between them.

The frontend is the User Interface, whishlf-evidently serves as the interface for
players to play Chinese chess against our gAind’he backend is basically the Al
model, with several minor functions. This is the most important and difficult part of our

whole project.
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At last, a connection between frontend and backend is necessary, considering the fact
that our modelcannot direty run on the browseras the library provided by
Tens