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Introduction Data Description

• Keyphrase prediction: distill salient information from 
massive posts

• Challenges:
• Social media language is noisy and informal (data sparsity)
• Prior work only extract keyphrases from the source post

Our Approach

Experiment Results

• Main results

• Topic modeling

• Further discussions

Our solution: topic-aware keyphrase generation model
• Topic-aware: post-level latent topics learned from corpus can 

alleviate the data sparsity
• Sequence generation: create new keyphrases

Present vs. Absent keyphrase

 Social media keyphrase prediction is 
challenging

 Seq2seq-based keyphrase generation 
models are effective

 Latent topics are consistently helpful 
for indicating keyphrases, especially 
for absent keyphrases

(a) Topic coherence (CV scores) (b) Sample topics for “super bowl”

(a) Ablation study

(c) KP absent rate across other text genres (b) Case study

For tweet S, our model correctly predicts 
“super bowl”, while the seq2seq-copy 
model without topic guidance wrongly 
predicts “team follow back”

Why? Visualize attention!

Conclusion & Future Work

• We are the first to propose a topic-aware keyphrase generation 
model that allows end-to-end training with latent topics

• We newly construct three social media datasets for this task
• Extensive experiments demonstrate the effectiveness of our 

proposed model for social media language

• Explore how to explicitly leverage the 
topic-word information 

• Extend to other text generation tasks 
Find our code & data

• 80% training
• 10% validation
• 10% test

High absent rate

• Overall framework

• Neural topic model (NTM)

• Keyphrase generation (KG) model
• Base model: standard seq2seq with copy mechanism
• Advanced: topic-aware sequence decoder

• Joint learning topics and keyphrases

BoW Encoder

Prior latent variables

 𝝁 = 𝑓𝜇 𝑓𝑒 𝒙𝑏𝑜𝑤

 log 𝝈 = 𝑓𝜎(𝑓𝑒(𝒙𝑏𝑜𝑤))

BoW Decoder

 Draw latent variable 𝒛 ∼ 𝑁 𝝁, 𝝈𝟐

 Topic mixture 𝜃 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑓𝜃 𝒛

 For each word w ∈ 𝒙: 

 Draw word w ∼ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝜑(𝜃))

Keyphrase: 𝒚1, 𝒚2, … , 𝒚|𝒚|
Post in word index  𝒙𝑠𝑒𝑞

Post in bag of words 𝒙𝑏𝑜𝑤

Input Output

Topic 𝜽 from NTM

Decoder state: 𝑠𝑗 = 𝑓𝐺𝑅𝑈( 𝑢𝑗; 𝜃 , 𝑠𝑗−1 )

Attention: 𝑓𝛼 ⋅ = 𝒗𝛼
𝑇𝑡𝑎𝑛ℎ(𝑊𝛼 ℎ𝑖; 𝑠𝑗; 𝜃 + 𝑏𝛼)

Copy switch: 𝜆𝑗 = 𝜎(𝑊𝜆 𝑢𝑗; 𝑠𝑗; 𝑐𝑗; 𝜃 + 𝑏𝜆)
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End-to-end 
training


