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Recommender Systems are 
everywhere

• Amazon 
Recommends books

• Spotify recommends 
music

• IMDb recommends 
movies to watch

• Twitter and Facebook 
suggest whom to 
follow and friend



Recommender Systems are 
not perfect

• Cold-start problem 

• Recommender system has 
too little information 
concerning a user or an item 
to make accurate predictions 

• Severe problem in real 
system Arts Jewelry Watches Software Auto
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Recommender Systems are 
not perfect

• Why these items are recommended?

• Explanations on why such items are recommended 
can be useful.

• Existing recommender systems do not provide 
adequate explanations.
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Ratings Meet Reviews, a Combined 
Approach to Recommend

• Harness the information in BOTH the ratings and 
the reviews 

• Alleviate the Cold-Start Problem 

• Interpret the recommendations 

• How to model the ratings, reviews and combine 
them?



Modelling the reviews
• Latent Dirichlet Allocation
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Modelling the ratings
• Most popular method is low-rank matrix factorisation

No. users No. items

• Factorize     into UTVX

L =
X

i,j2observation

(Xi,j � UT
i Vj)

2 + kUk2F + kV k2F



Related works

• CTR model (Wang 2011) 

• Take the topic distribution as 
the base for the item vectors 

• The topics distribution 
vector and the item feature 
vector does not necessarily 
align with one another
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Related works

• HFT (McAuley 2013) 

• Adopt a transformation 
function to link the topic 
distribution and the item 
feature vector 

• Transformation parameter is 
hard to choose and 
restrictive
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Ratings Meet Reviews, a Combined 
Approach to Recommend

• Our model, called RMR 

• Use mixture of Gaussians 
rather than matrix 
factorisation to model 
ratings 

• Use LDA to model 
reviews 

• Combine ratings and 
reviews by sharing the 
same topic distribution
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Ratings Meet Reviews
• Generative Process:

xw
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1. For each user u 2 U :

(a) For each latent topic dimension k 2 [1,K]:

i. Draw µu,k ⇠ Gaussian(µ0,�
2
0)

2. For each latent topic dimension k 2 [1,K]:

(a) Draw  k ⇠ Dirichlet(�)

3. For each item v 2 V:

(a) Draw topic mixture proportion ✓v ⇠ Dirichlet(↵)

(b) For each description word wv,n:

i. Draw topic assignment zv,n ⇠ Multinomial(✓v)

ii. Draw word wv,n ⇠ Multinomial( zv,n)

(c) For each observed rating assigned by u to v:

i. Draw topic assignment fv,u ⇠ Multinomial(✓v)

ii. Draw the rating xv,u ⇠ Gaussian(µu,fv,u ,�
2).
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reviews

Use mixture of 
Gaussians to 

model the 
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Use the same 
topic distribution 
to connect rating 
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part



Ratings Meet Reviews
• We developed Collapsed 

Gibbs Sampler for RMR 

• Space Complexity 

!

• Time Complexity 

!

• Details can be found in paper
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Experiments

• How RMR performs compared with other models? 

• How can “cold-start” items/users benefit from the 
incorporation of reviews? 

• Can we learn interpretable latent topics?



Experiments
• Use the Amazon dataset collected by HFT (McAuley 2013) 

• 27 categories 

• 6,643,669 users 

• 2,441,053 items 

• 34,686,880 reviews 

• 4,053,795,667 words in reviews 

• On average 

• 116.87 words per review 

• 14.21 reviews per item



Experiments
• Compare RMR with 4 baseline methods 

• Matrix Factorization 

• LDAMF (baseline method in McAuley 2013) 

• CTR (Wang 2011) 

• HFT (McAuley 2013)



Experiments

• USE Mean Squared Error (MSE) as evaluation 
metric. 

• Split datasets into training (80% up to 2 million 
reviews) and testing (remaining). 

• Hyper-parameters are grid searched and the best 
performance are reported for all models.



Experiments



Experiments
• Results

a b c d e Improvement of RMR versus
Dataset MF LDAMF CTR HFT RMR min(a,b) c d

Arts 1.565 (0.04) 1.575 (0.04) 1.471 (0.04) 1.390 (0.04) 1.371 (0.04) 14.15% 7.29% 1.39%
Jewelry 1.257 (0.03) 1.279 (0.03) 1.206 (0.03) 1.177 (0.02) 1.160 (0.02) 8.36% 3.97% 1.47%

Industrial Scientific 0.461 (0.02) 0.462 (0.02) 0.382 (0.02) 0.359 (0.02) 0.362 (0.02) 27.35% 5.52% -0.83%
Watches 1.535 (0.03) 1.518 (0.03) 1.491 (0.03) 1.488 (0.03) 1.458 (0.02) 4.12% 2.26% 2.06%

Cell Phones and Accessories 2.230 (0.04) 2.308 (0.04) 2.177 (0.04) 2.135 (0.03) 2.085 (0.03) 6.95% 4.41% 2.40%
Musical Instruments 1.506 (0.02) 1.520 (0.02) 1.422 (0.02) 1.395 (0.02) 1.374 (0.02) 9.61% 3.49% 1.53%

Software 2.409 (0.02) 2.214 (0.02) 2.254 (0.02) 2.219 (0.02) 2.173 (0.02) 1.89% 3.73% 2.12%
Gourmet Foods 1.515 (0.01) 1.491 (0.01) 1.482 (0.01) 1.457 (0.01) 1.465 (0.01) 1.77% 1.16% -0.55%
Office Products 1.814 (0.01) 1.796 (0.01) 1.733 (0.01) 1.669 (0.01) 1.638 (0.01) 9.65% 5.80% 1.89%

Automotive 1.570 (0.01) 1.585 (0.01) 1.492 (0.01) 1.432 (0.01) 1.403 (0.01) 11.90% 6.34% 2.07%
Patio 1.771 (0.01) 1.793 (0.01) 1.720 (0.01) 1.698 (0.01) 1.669 (0.01) 6.11% 3.06% 1.74%

Pet Supplies 1.700 (0.01) 1.700 (0.01) 1.613 (0.01) 1.583 (0.01) 1.562 (0.01) 8.83% 3.27% 1.34%
Beauty 1.399 (0.01) 1.414 (0.01) 1.361 (0.01) 1.358 (0.01) 1.334 (0.01) 4.87% 2.02% 1.80%
Shoes 0.305 (0.00) 0.335 (0.00) 0.271 (0.00) 0.247 (0.00) 0.251 (0.00) 21.51% 7.97% -1.59%

Kindle Store 1.553 (0.01) 1.561 (0.01) 1.457 (0.01) 1.437 (0.01) 1.412 (0.01) 9.99% 3.19% 1.77%
Clothing and Accessories 0.393 (0.00) 0.406 (0.00) 0.355 (0.00) 0.349 (0.00) 0.336 (0.00) 16.96% 5.65% 3.87%

Health 1.615 (0.01) 1.608 (0.01) 1.552 (0.01) 1.538 (0.01) 1.512 (0.01) 6.35% 2.65% 1.72%
Toys and Games 1.467 (0.01) 1.395 (0.01) 1.389 (0.01) 1.370 (0.01) 1.372 (0.01) 1.68% 1.24% -0.15%

Tools and Home Improvement 1.600 (0.01) 1.610 (0.01) 1.513 (0.01) 1.510 (0.01) 1.491 (0.01) 7.31% 1.48% 1.27%
Sports and Outdoors 1.219 (0.01) 1.223 (0.01) 1.150 (0.01) 1.138 (0.01) 1.129 (0.01) 7.97% 1.86% 0.80%

Video Games 1.610 (0.01) 1.608 (0.01) 1.572 (0.01) 1.528 (0.01) 1.510 (0.01) 6.49% 4.11% 1.19%
Home and Kitchen 1.628 (0.05) 1.610 (0.05) 1.577 (0.05) 1.531 (0.04) 1.501 (0.04) 7.26% 5.06% 2.00%

Amazon Instant Video 1.330 (0.01) 1.328 (0.01) 1.291 (0.01) 1.260 (0.01) 1.270 (0.01) 4.57% 1.65% -0.79%
Electronics 1.828 (0.00) 1.823 (0.00) 1.764 (0.00) 1.722 (0.00) 1.722 (0.00) 5.87% 2.44% 0.00%

Music 0.956 (0.00) 0.958 (0.00) 0.959 (0.00) 0.980 (0.00) 0.959 (0.00) -0.31% 0.00% 2.19%
Movies and TV 1.119 (0.00) 1.117 (0.00) 1.114 (0.00) 1.119 (0.00) 1.120 (0.00) -0.27% -0.54% -0.09%

Books 1.107 (0.00) 1.109 (0.00) 1.106 (0.00) 1.138 (0.00) 1.113 (0.00) -0.54% -0.63% 2.25%
Average on all datasets 7.79% 3.28% 1.22%

Table 3: MSE results of various models
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Experiments
• Results

• Performs the best on 19 out of 27 categories

• Performs better on 26 out of 27 datasets compared with matrix 
factorisation

• On average, improve 8% over MF, 3.3% over CTR and 1.2% 
over HFT a b c d e Improvement of RMR versus

Dataset MF LDAMF CTR HFT RMR min(a,b) c d
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Experiments
• Cold-start Settings 

• Users with fewer ratings gain more from the 
reviews
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Experiments
• Interpretability 

• We recommend “Star Trek” to you because you are interested 
in “batman, effects, alien, harry, matrix, edition”

roxio quicken leopard office suse

contacted son os excel accounts

perfect pick parallels 2007 2004

burning given apple student nav

dvds spanish turbo activation federal

care starting tiger microsoft symantec

Table 1: Top words for topics in Software

workout season batman disney godzilla

yoga match effects christmas hitchcock

workouts episodes alien animation kidman

videos seasons harry kids murder

exercises vs matrix shrek densel

cardio episode edition animated nicole

Table 2: Top words for topics in Movie and TV

1. For each user u 2 U :

(a) For each latent topic dimension k 2 [1,K]:

i. Draw µu,k ⇠ Gaussian(µ0,�
2
0)

2. For each latent topic dimension k 2 [1,K]:

(a) Draw  k ⇠ Dirichlet(�)

3. For each item v 2 V:

(a) Draw topic mixture proportion ✓v ⇠ Dirichlet(↵)

(b) For each description word wv,n:

i. Draw topic assignment zv,n ⇠ Multinomial(✓v)

ii. Draw word wv,n ⇠ Multinomial( zv,n)

(c) For each observed rating assigned by u to v:

i. Draw topic assignment fv,u ⇠ Multinomial(✓v)

ii. Draw the rating xv,u ⇠ Gaussian(µu,fv,u ,�
2).
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Conclusion
• We proposed RMR, which takes advantage of the 

information in both the ratings and the reviews. 

• We developed efficient collapsed Gibbs sampler 
for RMR. 

• We demonstrated that RMR can produce more 
accurate recommendations, especially under cold-
start situations and provide interpretability to 
recommendations.
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Extra slides
• Statistics of the datasets

Dataset #users #items #review #words words/review reviews/item
Arts 24,071 4,211 27,980 2,006,874 71.73 6.64

Jewelry 40,594 18,794 58,621 3,100,948 52.90 3.12
Industrial Scientific 29,590 22,622 13,7042 6,920,151 50.50 6.06

Watches 62,041 10,318 68,356 5,436,671 79.53 6.62
Cell Phones and Accessories 68,041 7,438 78,930 7,567,961 95.88 10.61

Musical Instruments 67,007 14,182 85,405 7,442,294 87.14 6.02
Software 68,464 11,234 95,084 11,012,882 115.82 8.46

Gourmet Foods 112,544 23,476 154,635 10,542,984 68.18 6.59
Office Products 110,472 14,224 138,084 11,206,338 81.16 9.71

Automotive 133,256 47,577 188,728 13,249,641 70.21 3.97
Patio 166,832 19,531 206,250 17,290,881 83.83 10.56

Pet Supplies 160,496 17,523 217,170 18,684,153 86.03 12.39
Beauty 167,725 29,004 252,056 17,889,577 70.97 8.69
Shoes 73,590 48,410 389,877 23,604,059 60.54 8.05

Kindle Store 116,191 4,372 160,793 21,533,201 133.92 36.78
Clothing and Accessories 128,794 66,370 581,933 34,267,151 58.89 8.77

Health 311,636 39,539 428,781 33,277,423 77.61 10.84
Toys and Games 290,713 53,600 435,996 35,034,001 80.35 8.13

Tools and Home Improvement 283,514 51,004 409,499 34,591,409 84.47 8.03
Sports and Outdoors 329,232 68,293 510,991 38,898,738 76.12 7.48

Video Games 228,570 21,025 463,669 55,532,148 119.77 22.05
Home and Kitchen 644,509 79,006 991,794 81,923,017 82.60 12.55

Amazon Instant Video 312,930 22,204 717,651 88,958,349 123.96 32.32
Electronics 811,034 82,067 1,241,778 124,064,510 99.91 15.13

Music 1,134,684 556,814 6,396,350 774,791,468 121.13 11.49
Movies and TV 1,224,267 212,836 7,850,072 997,261,969 127.04 36.88

Books 2,588,991 929,264 12,886,488 1,613,603,531 125.22 13.87
All categories 6,643,669 2,441,053 34,686,880 4,053,795,667 116.87 14.21

Table 2: Statistics of the datasets

4.3 Evaluation
We use Mean Squared Error (MSE) to evaluate various models.

For each of the dataset, we randomly select 80% as training set
up to 2 million reviews. The remaining reviews are split evenly
into validation set and testing set. The initial latent variables z
and f are uniformly randomly assigned. We run 2500 iterations
with a thinning of 50 iterations to get samples and MSE readout.
We report the MSE of the testing set which has the lowest MSE
on the validation set. The training of the baseline methods MF,
LDAMF, CTR and HFT follow the same routine described in [16].
We use K = 5 for all models. We set hyperparameters4 ↵ = 0.1,
� = 0.02, µ0 = 0, �2

0 = 1 and we use the empirical variance of
x as �2. In practice, the time required to train the RMR model is
about half the time spend on training the HFT model on the same
machine.

4.4 Rating Prediction
Shown in Table 3 are the MSE results. The best MSE of each

dataset is in bold. We listed the performance of various models on
the datasets and the average improvement. The standard deviations
of MSE results are shown in parenthesis. Out of the 27 datasets,
RMR performs the best on 19 datasets among all considered meth-
ods.

Compared with matrix factorization (MF column in Table 3),
RMR performs better on 26 out of the 27 datasets with an average
improvement on MSE of nearly 8%. Matrix factorization method
usually performs well in practice [10, 23] and is a strong baseline
method. However, as is shown in our case, in datasets which are
extremely sparse, MF is unable to learn an accurate representation
of users/items and thus under-performs other methods which take
the review text into consideration. However, in the datasets such
as Music, Movies and TV and Books, which are relatively denser
4We searched through the parameters linearly and reported hyper-
parameters which performed the best.

compared with other datasets; the MF method still performs very
well.

The baseline method LDAMF, which was proposed as a base-
line method in [16], is probably the simplest model that combines
review text and ratings. This baseline method takes the item topic
distribution produced by LDA as the feature vectors for the items
and then learns the user feature vectors by fitting the observed rat-
ings with item features fixed. The feature vectors of items are learnt
using only the reviews, which might be sub-optimal to fit the rat-
ing data. The expressiveness is thus restricted and we think this
restriction caused the nearly 8% improvement produced by RMR.

Compared with CTR, which take the full advantage of the com-
bined information of both the reviews and ratings, our proposed
model still leads to an average improvement of 3.28% and performs
better on 25 out of the 27 datasets. Similar to LDAMF, CTR takes
the item topic distribution produced by LDA as the initial item fea-
tures. However unlike LDAMF, during the training period, CTR
alters both the user features and item features to fit the ratings. The
regularization parameter �V controls how much the item features
can deviate from the item topic distribution vectors. It performs
better due to the more flexible modeling capability. However, the
CTR does not perform as well as RMR in the extremely sparse
datasets such as Arts and Jewelry. We observe that during the ex-
periment, CTR can learn a model that fits the data with a small
training error. But the generalization of the learnt model to the
unobserved rating is not as good. Note that we report the perfor-
mance of CTR on the test set by setting �V and �U to the value
which gives best performance on validation set. So the issue of
under-regularization is minimized. The performance of CTR on
the relatively dense datasets is very competitive.

Compared with HFT, another recommendation method that takes
review text into consideration, RMR is still able to improve the per-
formance by 1.22% on average and performs better or equally well
in 21 out of 27 datasets. As discussed in previous sections, we think
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a b c d e Improvement of RMR versus
Dataset MF LDAMF CTR HFT RMR min(a,b) c d

Arts 1.565 (0.04) 1.575 (0.04) 1.471 (0.04) 1.390 (0.04) 1.371 (0.04) 14.15% 7.29% 1.39%
Jewelry 1.257 (0.03) 1.279 (0.03) 1.206 (0.03) 1.177 (0.02) 1.160 (0.02) 8.36% 3.97% 1.47%

Industrial Scientific 0.461 (0.02) 0.462 (0.02) 0.382 (0.02) 0.359 (0.02) 0.362 (0.02) 27.35% 5.52% -0.83%
Watches 1.535 (0.03) 1.518 (0.03) 1.491 (0.03) 1.488 (0.03) 1.458 (0.02) 4.12% 2.26% 2.06%

Cell Phones and Accessories 2.230 (0.04) 2.308 (0.04) 2.177 (0.04) 2.135 (0.03) 2.085 (0.03) 6.95% 4.41% 2.40%
Musical Instruments 1.506 (0.02) 1.520 (0.02) 1.422 (0.02) 1.395 (0.02) 1.374 (0.02) 9.61% 3.49% 1.53%

Software 2.409 (0.02) 2.214 (0.02) 2.254 (0.02) 2.219 (0.02) 2.173 (0.02) 1.89% 3.73% 2.12%
Gourmet Foods 1.515 (0.01) 1.491 (0.01) 1.482 (0.01) 1.457 (0.01) 1.465 (0.01) 1.77% 1.16% -0.55%
Office Products 1.814 (0.01) 1.796 (0.01) 1.733 (0.01) 1.669 (0.01) 1.638 (0.01) 9.65% 5.80% 1.89%

Automotive 1.570 (0.01) 1.585 (0.01) 1.492 (0.01) 1.432 (0.01) 1.403 (0.01) 11.90% 6.34% 2.07%
Patio 1.771 (0.01) 1.793 (0.01) 1.720 (0.01) 1.698 (0.01) 1.669 (0.01) 6.11% 3.06% 1.74%

Pet Supplies 1.700 (0.01) 1.700 (0.01) 1.613 (0.01) 1.583 (0.01) 1.562 (0.01) 8.83% 3.27% 1.34%
Beauty 1.399 (0.01) 1.414 (0.01) 1.361 (0.01) 1.358 (0.01) 1.334 (0.01) 4.87% 2.02% 1.80%
Shoes 0.305 (0.00) 0.335 (0.00) 0.271 (0.00) 0.247 (0.00) 0.251 (0.00) 21.51% 7.97% -1.59%

Kindle Store 1.553 (0.01) 1.561 (0.01) 1.457 (0.01) 1.437 (0.01) 1.412 (0.01) 9.99% 3.19% 1.77%
Clothing and Accessories 0.393 (0.00) 0.406 (0.00) 0.355 (0.00) 0.349 (0.00) 0.336 (0.00) 16.96% 5.65% 3.87%

Health 1.615 (0.01) 1.608 (0.01) 1.552 (0.01) 1.538 (0.01) 1.512 (0.01) 6.35% 2.65% 1.72%
Toys and Games 1.467 (0.01) 1.395 (0.01) 1.389 (0.01) 1.370 (0.01) 1.372 (0.01) 1.68% 1.24% -0.15%

Tools and Home Improvement 1.600 (0.01) 1.610 (0.01) 1.513 (0.01) 1.510 (0.01) 1.491 (0.01) 7.31% 1.48% 1.27%
Sports and Outdoors 1.219 (0.01) 1.223 (0.01) 1.150 (0.01) 1.138 (0.01) 1.129 (0.01) 7.97% 1.86% 0.80%

Video Games 1.610 (0.01) 1.608 (0.01) 1.572 (0.01) 1.528 (0.01) 1.510 (0.01) 6.49% 4.11% 1.19%
Home and Kitchen 1.628 (0.05) 1.610 (0.05) 1.577 (0.05) 1.531 (0.04) 1.501 (0.04) 7.26% 5.06% 2.00%
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