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Abstract—With the increasing presence and adoption of web services on the World Wide Web, the demand of efficient web service

quality evaluation approaches is becoming unprecedentedly strong. To avoid the expensive and time-consuming web service

invocations, this paper proposes a collaborative quality-of-service (QoS) prediction approach for web services by taking advantages of

the past web service usage experiences of service users. We first apply the concept of user-collaboration for the web service QoS

information sharing. Then, based on the collected QoS data, a neighborhood-integrated approach is designed for personalized web

service QoS value prediction. To validate our approach, large-scale real-world experiments are conducted, which include 1,974,675

web service invocations from 339 service users on 5,825 real-world web services. The comprehensive experimental studies show that

our proposed approach achieves higher prediction accuracy than other approaches. The public release of our web service QoS data

set provides valuable real-world data for future research.

Index Terms—Web service, QoS prediction, user-collaboration, matrix factorization

Ç

1 INTRODUCTION

WEB services are self-described software applications
designed to support interoperable machine-to-

machine interaction over a network via standard interfaces
and communication protocols [1]. Strongly promoted by
the leading industrial companies, web services have been
widely employed in a lot of domains. Quality of service
(QoS) is usually employed to describe the nonfunctional
characteristics of web services. With the growing presence
and adoption of web services on the World Wide Web, QoS
has become an important selling and differentiating point
of the functionally equivalent web services.

In the recent literature, a number of QoS-based ap-
proaches have been proposed for web service composition
[2], [3], [4], web service selection [5], [6], [7], [8], fault-tolerant
web services [9], and so on. Accurate QoS values of web
services are required for these QoS-based approaches to
work well. To address the fundamental problem of how to
obtain the web service QoS values, effective and efficient
web service QoS value obtaining approaches are urgently
needed. The QoS values of web services can be measured
either at the server-side or at the client-side. QoS values
measured at the server-side (e.g., price, popularity, etc.) are

usually advertised by the service providers and identical for
different users, while QoS values measured at the client-side
(e.g., response-time, throughput, availability, etc.) can vary
widely among users influenced by the unpredictable
Internet connections and the heterogeneous user environ-
ments. To obtain accurate and personalized client-side web
service QoS values for different service users, client-side web
service evaluations [10], [11], [12], [13] are usually needed.

However, conducting real-world web service evaluation
at the client-side is difficult and sometimes even impossible
because: 1) web service invocations may be charged because
the web services are usually provided and hosted by other
organizations. Even if the web services are free, executing
real-world web service invocations for evaluation purposes
consumes resources of service providers and imposes costs
of service users. 2) It is time-consuming and impractical for
service users to evaluate all the web service candidates,
since there are a lot of web services in the Internet. 3) Service
users are usually not experts on web service evaluation and
the common time-to-market constraints make in-depth
evaluations of the target web services difficult.

Without sufficient client-side evaluations, accurate web
service QoS values cannot be obtained. It is, thus, difficult
for various QoS-based approaches, which employ these
QoS values as input, to work well. To attack this critical
challenge, we propose a neighborhood-integrated matrix
factorization (NIMF) approach for collaborative and perso-
nalized web service QoS value prediction. The idea is that
client-side web service QoS values of a service user can be
predicted by taking advantage of the past web service usage
experiences of other service users.

To encourage QoS value sharing among service users
(usually developers of service-oriented systems), a frame-
work is proposed based on a key concept of Web 2.0,
i.e., user-collaboration. In this framework, the users are
encouraged to contribute their individually observed web
service QoS information to exchange for accurate and
personalized web service QoS prediction. Employing the
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web service QoS values from different users, our NIMF
approach first finds out a set of similar users for the current
users by calculating user similarities. Then, the NIMF
approach employs both the local information of similar
users and the global information of all available QoS values
for fitting a factor model, and use this factor model to make
personalized web service QoS prediction. By the collabora-
tion of different service users, the QoS values of a web
service can be effectively predicted in our approach even
the current user did not conduct any evaluation on the web
service and has no idea on its internal design and
implementation details.

Our approach remedies the shortcomings of previous
evaluation approaches [10], [11], [13] by avoiding the
expensive and time-consuming real-world web service
invocations. Complementary to various QoS-based ap-
proaches for web services, which mainly focus on using
the QoS values, this paper focuses on providing accurate
and personalized QoS values for the service users.

The contributions of this paper are twofold:

. First, we propose an NIMF approach for persona-
lized web service QoS value prediction. Our
approach explores the past web service usage
experiences of service users by systematically fusing
the neighborhood-based and the model-based colla-
borative filtering approaches to achieve higher
prediction accuracy.

. Second, we conduct large-scale experiments and
release a real-world web service QoS data set1 for
future research. To the best of our knowledge, the
scale of our released web service QoS data set
(including 339 distributed service users and
5,825 real-world web services as shown in Fig. 1) is
the largest in the field of service computing. Based
on this data set, extensive experimental investiga-
tions are conducted to study the QoS value predic-
tion accuracy of our approach.

The remainder of this paper is organized as follows:
Section 2 presents our collaborative QoS framework and
personalized QoS value prediction approach. Section 3
describes our experiments. Section 4 introduces related
work, and Section 5 concludes the paper.

2 COLLABORATIVE QoS PREDICTION

In this section, we first present a collaborative QoS frame-
work for collecting QoS values from different users in
Section 2.1. Then, based on the collected web service QoS
values, we describe the web service QoS value prediction
problem in Section 2.2, and propose a solution in Section 2.3
to Section 2.5.

2.1 Collaborative QoS Framework

Quality-of-service (QoS) is usually employed for describ-
ing nonfunctional characteristics of web services. While
the server-side QoS values provide good indications of the
server capacities, client-side QoS values provide more
realistic measurements of the performance experienced

by service users. Based on the previous investigations of
web service QoS [2], [3], [4], the commonly used client-
side web service QoS properties include:

. Response-time. The time duration between a service
user sending a request and receiving a response.

. Throughput. The average rate of successful message
delivery over a communication channel. It is usually
expressed as kilobits per second (kbps).

. Failure-probability. The probability that a web service
invocation will fail.

To make accurate client-side QoS value predictions for a
service user, our approach explores the past web service
usage experiences of different service users. Inspired by the
recent success of YouTube,2 Wikipedia,3 and BitTorrent,4

we apply user-collaboration, the key concept of Web 2.0, to
collect web service QoS values from different service users.
As shown in Fig. 2, the idea is that, instead of contributing
videos (YouTube) or knowledge (Wikipedia), the service
users (usually developers of service-oriented systems) are
encouraged to contribute/share their individually ob-
served past web service QoS information. In our frame-
work, if a service user would like to obtain the QoS value
prediction service from our centralized server, he/she
needs to contribute some QoS values. The service users can
provide the QoS values to our server via: 1) input the
values to a Web form directly or upload a file following our
format; 2) by running a client-side web service evaluation
application [14]; or 3) by employing a client-side middle-
ware to automatically monitoring and contribute web
service QoS values [15], [16]. If a service user contributes
more web service QoS values, higher QoS value prediction
accuracy can be achieved in our approach (technical details
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Fig. 1. Location Information: (a) locations of service users, a total of
339 service users from 30 countries are plotted; (b) locations of web
services, a total of 5,825 real-world web services from 73 countries are
plotted. Each user in (a) invoked all the web services in (b). A total of
1,974,675 web service invocation results are collected.

1. http://www.wsdream.net.

2. http://www.youtube.com.
3. http://www.wikipedia.org.
4. http://www.bittorrent.com.



will be introduced in Section 2), since more user features
can be mined from the contributed data. In this way, the
service users are encouraged to contribute their observed
web service QoS values. Beside the user-contributed
QoS values, we also control a set of distributed computers
to monitor the QoS performance of real-world web services
(details will be introduced in Section 3.1). Based on the
collected web service QoS values, collaborative web service
QoS value prediction can be made.

2.2 Problem Description

The process of web service QoS value prediction usually
includes a user-item matrix, as shown in Fig. 3a, where
each entry in this matrix represents the value of a certain
QoS property (e.g., response-time in this example) of a web
service (e.g., i1 to i6) observed by a service user (e.g., u1 to
u5). As shown in Fig. 3a, each service user has several
response-time values of their invoked web services.
Similarities between two different users in the matrix
can be calculated by analyzing their QoS values on the
same web services. Pearson correlation coefficient (PCC)
[17] is usually employed for the similarity computation.
As shown in the similarity graph in Fig. 3b, a total of five
users (nodes u1 to u5) are connected with 10 edges. Each
edge is associated with a PCC value in the range of ½�1; 1�
to specify the similarity between user ui and user uj,
where larger PCC value stands for higher similarity. The
symbol N/A means that the similarity between user ui and
user uj is nonavailable, since they do not have any
commonly invoked web services. The problem we study
in this paper is how to accurately predict the missing
QoS values in the user-item matrix by employing the
available QoS values. By predicting the web service
QoS values in the user-item matrix, we can provide
personalized QoS value prediction on the unused web
services for the service users, who can employ these web
service QoS values for making service selection, service
ranking, automatic service composition, etc.

To obtain the missing values in the user-item matrix, we
can employ the web service QoS values observed by other
service users for predicting the web service performance
for the current user. However, since service users are in
different geographic locations and are under different
network conditions, the current user may not be able to
experience similar QoS performance as other service users.

To address this challenging web service QoS value
prediction problem, we propose an NIMF approach, which
makes the best utilization of both the local information of
similar users and the global information of all the available
QoS values in the user-item matrix to achieve better
prediction accuracy. Our approach is designed as a two-
phase process. In Phase 1, we calculate the user similarities
using PCC and determine a set of Top-K similar users for
the current user. Then, based on the neighborhood
information, we propose an NIMF approach to predict
the missing values in the user-item matrix in Phase 2.
Details of these two phases are presented at Sections 3.2
and 3.3, respectively.

2.3 Phase 1: Neighborhood Similarity Computation

Given an m� n user-item matrix R consists of m service
users and n web services, each entry in this matrix Rij

represents the value of a certain client-side QoS property of
web service j observed by service user i. If user i did not
invoke the web service j before, then Rij ¼ null. Employing
the available web service QoS values in the user-item
matrix, which are collected from different service users, the
similarities between different service users can be com-
puted by PCC or vector space similarity (VSS). PCC and
VSS are two commonly used approaches for similarity
computation. As mentioned in work [18], [19], PCC
generally can achieve higher performance than VSS, since
the former considers the differences in the user value style
and can achieve high accuracy. Therefore, we employ PCC
for the similarity computation in our approach.

Employing PCC, the similarity between two users i and
k can be computed based on their observed QoS values
on the commonly invoked web services with the following
equation:

PCCði; kÞ ¼
P

j2J
�
Rij �Ri

��
Rkj �Rk

�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2J
�
Rij �Ri

�2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

j2J
�
Rkj �Rk

�2
q ; ð1Þ

where J is the subset of web services that are invoked by
both user i and user k, Rij is the QoS value of web service
j observed by service user i, and Ri and Rk are the
average QoS values of different web services observed by
service user i and k, respectively. From this definition, the
similarity of two service users i and k, PCCði; kÞ, is in the
interval of [�1;1], where a larger PCC value indicates
higher user similarity.

After calculating the similarities between the current
user and other users, a set of Top-K similar users can be
identified based on the PCC values. In practice, a service
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Fig. 3. A toy example.

Fig. 2. Collaborative QoS prediction framework.



user may have limited number of similar users. Traditional
Top-K algorithms ignore this problem and still include
dissimilar users with negative PCC values, which will
greatly influence the prediction accuracy. In our approach,
we exclude the dissimilar service users who have negative
correlations (negative PCC values). For a service user i, a set
of similar users T ðiÞ can, therefore, be identified by the
following equation:

T ðiÞ ¼ fkjk 2 Top-KðiÞ; PCCði; kÞ > 0; i 6¼ kg; ð2Þ

where Top-K(i) is a set of the Top-K similar users to the
current user i and PCCði; kÞ is the PCC similarity value
between user i and user k, which can be calculated by (1).
Note that the Top-K relations are not symmetrical. User k is
in the Top-K neighbors of user i does not necessary indicate
that user i is also in the Top-K neighbors of user k. With the
neighborhood information, we can now design our NIMF
model for the QoS value prediction.

2.4 Phase 2: Neighborhood-Integrated Matrix
Factorization

A popular approach to predict missing values is to fit a
factor model to the user-item matrix, and use this factor
model to make further predictions. The premise behind a
low-dimensional factor model is that there is a small
number of factors influencing the QoS usage experiences,
and that a user’s QoS usage experience on a web service is
determined by how each factor applies to the user and the
web service.

Consider an m� n user-item matrix R, the matrix
factorization method employs a rank-l matrix X ¼ UTV to
fit it, where U 2 IRl�m and V 2 IRl�n. From the above
definition, we can see that the low-dimensional matrices U
and V are unknown, and need to be estimated. Moreover,
this feature representations have clear physical meanings.
In this linear factor model, a user’s web service QoS values
correspond to a linear combination of the factor vectors,
with user-specific coefficients. More specifically, each
column of U performs as a “factor vector” for a user, and
each column of V is a linear predictor for a web service,
predicting the entries in the corresponding column of the
user-item matrix R based on the “factors” in U . The number
of factors (in other word, the length of the “factor vector”) is
called dimensionality. By adding the constraints of the norms
of U and V to penalize large values of U and V , we have the
following optimization problem [20]:

min
U;V
LðR;U; V Þ ¼ 1

2

Xm
i¼1

Xn
j¼1

IRij
�
Rij � UT

i Vj
�2

þ �U
2
kUk2

F þ
�V
2
kV k2

F ;

ð3Þ

where IRij is the indicator function that is equal to 1 if user
ui invoked web service vj and is equal to 0 otherwise, k � k2

F

denotes the Frobenius norm, and �U and �V are two
parameters. The optimization problem in (3) minimizes the
sum-of-squared-errors objective function with quadratic
regularization terms. It also has a probabilistic interpretation
with Gaussian observation noise, which is detailed in [20].

The above approach utilizes the global information of all
the available QoS values in the user-item matrix for

predicting missing values. This approach is generally
effective at estimating overall structure (global information)
that relates simultaneously to all users or items. However,
this model are poor at detecting strong associations among
a small set of closely related users or items (local
information), precisely where the neighborhood models
would perform better. Normally, the available web service
QoS values in the user-item matrix are very sparse; hence,
neither of the matrix factorization or neighborhood-based
approaches can generate optimal QoS values. To preserve
both global information and local information mentioned
above, we employ a balance parameter to fuse these
two types of information. The idea is that every time when
factorizing a QoS value, we treat it as the ensemble of a
user’s information and the user’s neighbors’ information.
The neighbors of the current user can be obtained by
employing (2). Hence, we can minimize the following sum-
of-squared-errors objective functions with quadratic regu-
larization terms:

LðR; S; U; V Þ

¼ 1

2

Xm
i¼1

Xn
j¼1

IRij

�
Rij �

�
�UT

i Vj þ ð1� �Þ
X
k2T ðiÞ

SikU
T
k Vj

��2

þ �U
2
kUk2

F þ
�V
2
kV k2

F ;

ð4Þ

where T ðiÞ is a set of Top-K similar users of user ui and Sik
is the normalized similarity score between user ui and user
uk, which can be calculated by

Sik ¼
PCCði; kÞP

k2T ðiÞ PCCði; kÞ
: ð5Þ

A local minimum of the objective function given by (4)
can be found by performing gradient descent in Ui, Vj:

@L
@Ui
¼ �

Xn
j¼1

IRijVj

��
�UT

i Vj þ ð1� �Þ
X
k2T ðiÞ

SikU
T
k Vj

�
�Rij

�

þ ð1� �Þ
X
p2BðiÞ

Xn
j¼1

IRpjSpiVj

��
�UT

p Vj

þ ð1� �Þ
X
k2T ðpÞ

SpkU
T
k Vj

�
�Rpj

�
þ �UUi;

ð6Þ

@L
@Vj
¼
Xm
i¼1

IRij

��
�UT

i Vj þ ð1� �Þ
X
k2T ðiÞ

SikU
T
k Vj

�
�Rij

�

�
�
�Ui þ ð1� �Þ

X
k2T ðiÞ

SikU
T
k

�
þ �V Vj;

ð7Þ

where BðiÞ is the set that includes all the users who are the
neighbors of user ui. To reduce the model complexity, in all
of the experiments we conduct, we set �U ¼ �V .

2.5 Complexity Analysis

The main computation of the gradient methods is to
evaluate the object function L and its gradients against
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the variables. Because of the sparsity of matrices R and S,
the computational complexity of evaluating the object
function L is Oð�Rlþ �RKlÞ, where �R is the number of
nonzero entries in the matrix R, and K is the number of
similar neighbors. K is normally a small number since a
large number of K will introduce noise, which will
potentially hurt the prediction accuracy. The computational
complexities for the gradients @L

@U and @L
@V in (7) are Oð�RKlþ

�RK
2lÞ and Oð�Rlþ �RKlÞ, respectively. Therefore, the total

computational complexity in one iteration is Oð�RKl þ
�RK

2lÞ, which indicates that theoretically, the computa-
tional time of our method is linear with respect to the
number of observations in the user-item matrix R. This
complexity analysis shows that our proposed approach is
very efficient and can scale to very large data sets.

3 EXPERIMENTS

In this section, we conduct experiments to compare the
prediction accuracy of our NIMF approach with other state-
of-the-art collaborative filtering methods. Our experiments
are intended to address the following questions: 1) How
does our approach compare with the published state-of-the-
art collaborative filtering algorithms? 2) How does the
model parameter � affect the prediction accuracy? 3) What
is the impact of the matrix density, Top-K values, and
dimensionality on the prediction accuracy?

3.1 Data Set Description

We implement a WSCrawler and a WSEvaluator employing
JDK 6.0, Eclipse 3.3, and Axis 2.5 Employing our WSCrawler,
addresses of 5,825 openly accessible web services are
obtained by crawling web service information from
www.seekda.com, a well-known web service search engine.
Axis2 is employed to generate client-side web service
invocation codes and test cases automatically. In total,
78,635 Java Classes and 13,644,507 lines of Java codes are
generated in our experiments.

To evaluate the QoS performance of real-world web
services from distributed locations, we deploy our WSE-
valuator to 339 distributed computers of PlanetLab,6 which
is a distributed testbed made up of computers all over the
world. In our experiment, each PlanetLab computer
invokes all the web services. As shown in Fig. 1, a total
of 1,974,675 real-world web service invocation results are
collected from these 339 service users on 5,825 real-world
web services.

By processing the invocation results, we obtain two
339� 5,825 user-item matrices. One matrix contains
response-time values, while the other one contains

throughput values. The statistics of our web service QoS
data set is summarized in Table 1, the distributions of
response-time and throughput values are shown in Fig. 4,
and more experimental details (e.g., detailed list of
service users and web services, the user-item matrix, the
detailed web service invocation results, etc.) are released
online7 for future research. As shown in Table 1, the
ranges of response-time and throughput are 0-20 s and 0-
1,000 kbps, respectively. Fig. 4a shows that 91 percent of
the response-time values are smaller than 2 s, and Fig. 4b
shows that 89.5 percent of the throughput values are
smaller than 100 kbps.

Although we only study the response-time and
throughput in the experiments, the proposed NIMF
approach can be applied to other QoS properties easily.
When predicting value of a certain QoS property, the value
of the entry in the user-item matrix is the corresponding
QoS value (e.g., response-time, throughput, failure prob-
ability) observed by a user on a certain web service. Our
NIMF approach can be employed on different QoS
properties directly without any modifications.

3.2 Metrics

We use mean absolute error (MAE) and root-mean-squared
error (RMSE) metrics to measure the prediction quality of
our method in comparison with other collaborative filtering
methods. MAE is defined as

MAE ¼
P

i;j jRij � bRijj
N

; ð8Þ

where Rij denotes the observed QoS value of web service j
observed by user i, bRij is the predicted QoS value, and N is
the number of predicted values. The MAE is the average
over the verification sample of the absolute values of the
differences between a prediction result and the correspond-
ing observation. The MAE is a linear score, which means
that all the individual differences are weighted equally in
the average.

RMSE is defined as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i;jðRij � bRijÞ2

N

s
: ð9Þ

In RMSE, the difference between a prediction result and the
corresponding observed values are each squared and then
averaged over the sample. Finally, the square root of the
average is taken. Since the errors are squared before they
are averaged, the RMSE gives a relatively high weight to
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Fig. 4. Value distributions.

TABLE 1
Statistics of the WS QoS Data Set

5. http://ws.apache.org/axis2.
6. http://www.planet-lab.org. 7. http://www.wsdream.net.



large errors. This means the RMSE is most useful when
large errors are particularly undesirable.

3.3 Comparison

In this section, to show the prediction accuracy of our NIMF
approach, we compare our method with the following
approaches:

1. UMEAN (user mean). This method employs a service
user’s average QoS value on the used web services to
predict the QoS values of the unused web services.

2. IMEAN (item mean). This method employs the average
QoS value of the web service observed by other
service users to predict the QoS value for a service user
who never invoke this web service previously.

3. UPCC (user-based collaborative filtering method using
PCC). This method is a very classical method. In this
paper, it employs similar users for the QoS value
prediction [21], [22].

4. IPCC (item-based collaborative filtering method using
PCC). This method is widely used in industry
company like Amazon. In this paper, it employs
similar web services (items) for the QoS value
prediction [17].

5. UIPCC. This method combines the user-based and
item-based collaborative filtering approaches and
employs both the similar users and similar web
services for the QoS value prediction [23].

6. NMF (nonnegative matrix factorization). This method
is proposed by Lee and Seung [24], [25]. It differs
from other matrix factorization methods in that it
enforces the constraint that the factorized factors
must be nonnegative. NMF is also widely used in
collaborative filtering community.

7. PMF (probabilistic matrix factorization). This method is
proposed by Salakhutdinov and Minh [20]. It uses
user-item matrix for the recommendations, and it is
based on probabilistic matrix factorization.

In the real world, the user-item matrices are usually very
sparse since a service user usually only invokes a small
number of web services. In this paper, to conduct our
experiments realistically, we randomly remove entries from
the user-item matrix to make the matrix sparser with

different density (i.e., 5, 10, 15, and 20 percent). Matrix
density 5 percent, for example, means that we randomly
select 5 percent of the QoS entries to predict the remaining
95 percent of QoS entries. The original QoS values of the
removed entries are used as the expected values to study
the prediction accuracy. The above seven methods together
with our NIMF method are employed for predicting the
QoS values of the removed entries. The parameter settings
of our NIMF method are � ¼ 0:4, Top-K ¼ 10, �U ¼ �V ¼
0:001, and dimensionality ¼ 10 in the experiments. The
experimental results are shown in Table 2, and the detailed
investigations of parameter settings will be provided in
Sections 3.4 through 3.7.

From Table 2, we can observe that our NIMF approach
obtains smaller MAE and RMSE values (indicating better
prediction accuracy) consistently for both response-time
and throughput with different matrix densities. The MAE
and RMSE values of throughput in Table 2 are much
larger than those of response-time, since the range of
throughput is 0-1,000 kbps, while the range of response-
time is only 0-20 s. With the increase of matrix density
from 5 to 20 percent, the MAE and RMSE values of our
NIMF method become smaller, since denser matrix
provides more information for the missing value predic-
tion. Among all the prediction methods, our NIMF method
generally achieves better performance on both MAE and
RMSE, indicating that integrating the neighborhood in-
formation into matrix factorization model can achieve
higher value prediction accuracy. These experimental
results demonstrate that our interpretation on the forma-
tion of QoS values is realistic and reasonable.

3.4 Impact of Parameter �

In our NIMF method, parameter � controls how much our
method relies on the users themselves and their similar
users. If � ¼ 1, we only employ the users’ own characteristics
for making prediction. If � ¼ 0, we predict the users’ QoS
values purely by their similar users’ characteristics. In other
cases, we fuse the users’ own characteristics with the
neighborhood information for missing QoS value prediction.

Fig. 5 shows the impacts of parameter � on the prediction
results. We observe that optimal � value settings can achieve
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better prediction accuracy, which demonstrates that fusing
the matrix factorization methods with neighborhood-based
methods will improve the prediction accuracy. No matter
for response-time or throughput, as � increases, the MAE
and RMSE values decrease (prediction accuracy increases)
at first, but when � surpasses a certain threshold, the MAE
and RMSE values increase (prediction accuracy decreases)
with further increase of the value of �. This phenomenon
confirms the intuition that purely using the matrix factor-
ization method or purely employing the neighborhood-
based method cannot generate better QoS value prediction
performance than fusing these two favors together.

From Figs. 5a and 5b, when using user-item matrix with
10 percent density, we observe that our NIMF method
achieves the best performance when � is around 0.3, while
smaller values like � ¼ 0:1 or larger values like � ¼ 0:7 can
potentially degrade the model performance. In Figs. 5c and
5d, when using user-item matrix with 20 percent density,
the optimal value of � is also around 0.3 for MAE and
around 0.6 for RMSE. The optimal values of MAE and
RMSE are different because MAR and RMSE are different
metrics following different evaluation criteria. As the same
with Figs. 5a, 5b, 5c, and 5d the optimal � values of Figs. 5e,
5f, 5g, and 5h are all between 0.3 and 0.6. This observation

indicates that optimally combining the two methods can

achieve better prediction accuracy than purely or heavily

relying one kind of method, and this is why we use � ¼ 0:4

as the default settings in other experiments. The same as

Table 2, another observation from Fig. 5 is that denser
matrix provides better prediction accuracy.

3.5 Impact of Matrix Density

As shown in Table 2 and Fig. 5, the prediction accuracy of

our NIMF method is influenced by the matrix density. To

study the impact of the matrix density on the prediction

results, we change the matrix density from 2 to 20 percent

with a step value of 2 percent. We set Top-K ¼ 10,

dimensionality ¼ 10, and � ¼ 0:4 in this experiment.
Fig. 6 shows the experimental results, where Figs. 6a and

6b are the experimental results of response-time, and Figs. 6c

and 6d are the experimental results of throughput. Fig. 6

shows that when the matrix density is increased from 2 to

4 percent, the prediction accuracy of the NIMF method is

significantly enhanced. With the further increase of matrix

density, the speed of prediction accuracy enhancement slows
down. This observation indicates that when the matrix is

very sparse, the prediction accuracy can be greatly enhanced

by collecting more QoS values to make the matrix denser.
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3.6 Impact of Top-K

The Top-K value determines the number of similar users
employed in our NIMF method. To study the impact of the
Top-K values on the prediction results, we vary the values
of Top-K from 10 to 50 with a step value of 10. We set
dimensionality ¼ 10, � ¼ 0:4, and matrix density ¼ 10 per-
cent in this experiment.

Figs. 7a and 7b show the MAE and RMSE results of
response-time, while Figs. 7c and 7d show the MAE and
RMSE results of throughput. Fig. 7 shows that the MAE
and RMSE values slightly increase (prediction accuracy
decrease) when the Top-K value is increased from 10 to 50.
This is because too large Top-K value will introduce noise
(dissimilar users), which will potentially hurt the prediction
accuracy. In all the four figures from Figs. 7a, 7b, 7c, and
7d, the Top-K value of 10 obtains the best prediction
accuracy, and this is why we use Top-K ¼ 10 as the default
experimental settings in other experiments.

3.7 Impact of Dimensionality

Dimensionality determines how many factors are used to
factorize the user-item matrix. To study the impact of the
dimensionality, we vary the values of dimensionality from
10 to 100 with a step value of 10. We set Top-K ¼ 10,
� ¼ 0:4, and matrix density ¼ 10 percent in this experiment.

Figs. 8a and 8b show the experimental results of
response-time, while Figs. 8c and 8d show the experimental
results of throughput. As shown in Fig. 8, the values of
MAE and RMSE decrease when the dimensionality is
increased from 10 to 100. These observed results coincide
with the intuition that relative larger values of dimensions
generate better recommendation results. However, the
computational time of our NIMF approach is linear with
respect to the value of dimensionality. Larger dimension-
ality value will require longer computation time. Moreover,
the dimensionality cannot be set to a very high value

because it will cause the overfitting problem, which will
potentially hurt the recommendation quality.

4 RELATED WORK AND DISCUSSION

Web services QoS has been widely discussed in a number of
research investigations [26], [27], [28], [29], [30]. Zeng et al.
[4] employ five generic QoS properties (i.e., execution price,
execution duration, reliability, availability, and reputation)
for dynamic web service composition. Ardagna and Pernici
[3] use five QoS properties (i.e., execution time, availability,
price, reputation, and data quality) when making adaptive
service composition in flexible processes. Alrifai and Risse
[31] propose an efficient service composition approach by
considering both generic QoS properties and domain-
specific QoS properties. In this paper, we focus on
predicting the client-side QoS values for the service users.

The previous QoS-based web service approaches (e.g.,
web service composition [31], [3], [32], [4], web service
selection [5], [6], [7], [8], etc.) usually assume that web
service QoS values are already known or can be easily
obtained from the service providers or third-party regis-
tries. This paper complements these QoS-based approaches
by providing a collaborative QoS value prediction ap-
proach. The predicted QoS values provided by our
approach can be employed by other QoS-based approaches
in the field of service computing.

Usage experience of different users is a necessity to
address the complex problems faced by the software
engineering society. Meneely et al. [33] investigate the
relationship between developer collaboration structure and
software product reliability. Bird et al. [34] study latent
subcommunities from the e-mail social network of several
open source projects. In this paper, we apply the concept of
user-collaboration to enable web service usage experience
sharing between service users (usually developers of the
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service-oriented systems). Our NIMF approach takes ad-
vantage of the past web service usage experience of service
users to make web service QoS value prediction for the
current user.

Collaborative filtering methods are widely adopted in
commercial recommender systems [35], [36], [17]. Two types
of collaborative filtering approaches are widely studied:
neighborhood-based (memory-based) and model-based.
The most analyzed examples of neighborhood-based
collaborative filtering include user-based approaches [21],
[37], item-based approaches [38], [39], and their fusion [40],
[23]. User-based approaches predict the missing values of a
user based on the values of similar users. Item-based
approaches predict the missing values of a current user
based on the computed information of items similar to
those chosen by the current user. Neighborhood-based
approaches often use the PCC algorithm [17] and the
VSS algorithm [21] as the similarity computation methods.
PCC-based collaborative filtering approaches generally can
achieve higher prediction accuracy than the VSS-based
algorithms, since PCC considers the differences of the user
value characteristics.

In the model-based approaches, on the other hand,
training data sets are used to train a predefined model.
Examples of model-based approaches include the clustering
model [41], aspect models [42], and so on. Recently, several
matrix factorization methods [43], [44], [20], [45] have been
proposed for collaborative filtering. These methods focus on
fitting the user-item matrix with low-rank approximations,
which is engaged to make further predictions. The premise
behind a low-dimensional factor model is that there is only
a small number of factors influencing the values in the user-
item matrix, and that a user’s factor vector is determined by
how each factor applies to that user. The neighborhood-
based methods utilize the values of similar users or items
(local information) for making value prediction, while
model-based methods, like matrix factorization models,
employ all the value information of the matrix (global
information) for making value prediction. Different from
these previous works, our approach takes advantages of
both the local information of similar users and global
information of the whole matrix to achieve better QoS value
prediction accuracy.

There is limited work in the literature employing
collaborative filtering methods for web service QoS value
prediction. One of the most important reasons that obstruct
the research is the lack of real-world web service QoS data
sets for experimental studies. Without convincing and
sufficient real-world web service QoS data, the character-
istics of web service QoS values cannot be fully mined and
the prediction accuracy of the proposed prediction algo-
rithms cannot be justified. A few approaches [46], [47]
mention the idea of applying neighborhood-based colla-
borative filtering methods for web service QoS value
prediction. However, these approaches simply employ a
movie rating data set, i.e., MovieLens [17], for experimental
studies, which is not convincing enough. Shao et al. [22]
propose a user-based PCC method for the web service QoS
value prediction. However, only 20 web services are
involved in the experiments. Zheng et al. [23] propose a
neighborhood-based approach (i.e., UIPCC) for QoS value

prediction by combining the UPCC and IPCC approaches.
However, only 100 web services are studied. Compared
with these previous work, we conduct large-scale experi-
mental studies on 5,825 real-world web services in this
paper. Moreover, as shown in Section 3.3, our NIMF
approach provides much better prediction accuracy than
the UPCC approach [22] and the UIPCC approach [23].

Al-Masri and Mahmoud [48] release a web service QoS
data set that is observed by one service user on 2,507 web
services. The fact that client-side web service QoS values
can vary widely among users limits the applicability of this
data set. Our released data set, on the other hand, includes
QoS information observed by 339 service users in hetero-
genous environments on 5,825 web services. To the best of
our knowledge, our data set is the largest scale web service
QoS data set in the published work of service computing.

5 CONCLUSION AND FUTURE WORK

Based on the intuition that a user’s web service QoS usage
experiences can be predicted by both the user’s own
characteristics and the past usage experiences of other
similar users, we propose an NIMF approach for making
personalized QoS value prediction. Our NIMF approach
systematically fuses the neighborhood-based and model-
based collaborative filtering approaches to achieve higher
prediction accuracy. The extensive experimental analysis
shows the effectiveness of our approach.

After obtaining the predicted QoS values on the unused
web services, most service users will make invocations to
the selected web services. The QoS values of these web
service invocations contain valuable information for im-
proving the QoS prediction accuracy. We plan to design
better incentive mechanisms and automatic approaches to
enable the real-time sharing of these web service usage
experiences among service users. Moreover, we plan to
apply our approach to the cloud computing environments,
where the web service QoS value collection becomes easier,
since the user applications which invoke the web services
are usually deployed and running on the cloud.

The NIMF approach in this paper can only be employed
to predict client-side QoS properties which have different
values among users. We plan to conduct more studies to
prediction QoS values of server-side QoS properties. In this
paper, due to the lack of real-world data sets for
conducting experiments, we only conduct experimental
studies on response-time and throughput. We are currently
collecting data on failure-probabilities of the real-world
web services. The effort requires long observation duration
and sufficient web service invocations for accurate mea-
surement. More experimental studies on the failure-prob-
ability and other web service QoS properties will be
conducted in our future work.
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