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Abstract
With the proliferation of open source software and community, more and more developers
from different background (e.g., culture, language, location, skill) prefer to work collabo-
ratively and release their works in social coding sites (e.g., Github). Given a collaborative
project with a set of required skills, it is an important and challenging task to form a team
of developers that have not only the required skills but also the minimal communication
cost. Previous works mainly leverage historical collaboration records among team mem-
bers to model the communication cost, while ignoring the impact of geographical location
of each developer. In this paper, we aim to exploit and incorporate the geographical infor-
mation to improve the performance of team formation in social coding sites. Specifically,
we conduct two objective functions for the collaboration records and geographical proxim-
ity correspondingly, and propose two optimization algorithms. Comprehensive experiments
on a real-world dataset (e.g., GitHub) demonstrate the performance of the proposed model
with the comparison of some state-of-the-art ones.

Keywords Team formation · Geographical location · Social coding sites ·
Genetic algorithm

1 Introduction

Commercial softwares are generally developed by team collaboration in companies. A suc-
cessful software development not only heavily relies on the core competence of members
but also hinges on the efficiency and quality of their collaboration. Traditional software
companies usually take the way of writting examinations or interviews to select members
that may meet the required skills in the corresponding task. However, these methods are
time-consuming and ignore the historical collaboration records among members.
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Since the social coding site1 is becoming increasingly popular with developers from
different countries and regions, it accumulates a large number of users who are willing to
show off their own projects or contribute their skills to open source projects cooperatively.
On the one hand, it is practical and easy to evaluate the competence of skills based on
his/her coding on GitHub. On the other hand, it presents the collaboration network which
provides more detail about his/her cooperative experience. Our goal is to take full advantage
of information of skills mastery and collaborations posted in GitHub to form an optimal
team so as to meet the task requirements. This problem is called TEAM FORMATION
problem.

For team formation problems, given a social coding network G = (V ,E) and a set of
skills required for T = {skill1, skill2, ..., skilln}, the goal of this problem is to find an
optimal team T eamt = {v1, v2, ..., vk} in a pool of individuals V = {v1, v2, ..., vm} to
complete the task. Each User v is marked with skills skills(u) = {skill1, skill2, ..., skillq}
that have been mastered. The weights of the edges E in graph G can be interpreted as
a kind of indicator to measure how closely the corresponded individuals communicate or
collaborate with each other.

The problem of finding a team of experts from a network by minimizing the communi-
cation cost has been tackled in [2, 10, 13, 21, 22, 26]. In this paper, we additionally consider
the impact of geographical information in the team formation problem. Geographical infor-
mation can affect the cost of communication. Developers collaborate with the ones located
closely with bringing less communication cost due to the same/similar culture background,
language, and time zone. Therefore, taking geographical information into consideration will
be useful for an effective team formation.

As shown in Figure 1, a simple social coding network contains three developers and each
individual connects to several skills that he/she has mastered. The left corner presents some
target projects that need to find a set of developers to complete the projects. Each project
has some required skills. In addition, the social network presents the locations among users,
User A located in North America while user B and user C both reside in southeast Asia. In
this scenario, the development of Bootstrap involves two skills JS and CSS, and two teams
(i.e., {A,B}, {B,C}) are able to meet the skill requirements. However, team {B,C} is much
more appropriate than the other due to the geographical advantage.

In this paper, we believe that the cost of communication or collaboration is heavily con-
nected with geographical correlation. Since Lappas et al. [13] have proved that the team
formation problem is NP-hard, we propose two solutions based on the idea of genetic algo-
rithm. For the first solution, we take both collaboration and geography into account, giving
two objective cost functions and propose a variant algorithm based on non-dominated sort-
ing to optimize it. For the second one, we combine two objective cost into one and solve it
by a genetic algorithm. The experimental results have shown that our proposed algorithms
outperform the state-of-the-art ones.

In particular, the main contribution of this paper could be summarized as follows:

– In this paper, we investigate both collaboration and geography in team formation prob-
lem and propose two objective cost functions to solve problem. We employ a variant
algorithm based on non-dominated sorting for multi-objective optimization. In addi-
tion, we combine two objective cost into one and use a genetic algorithm to optimize it.
For these two standpoints of optimization, we make a detailed analysis and comparation
with their advantages and disadvantages.

1https://github.com/
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Figure 1 Schema of geographical information based team formation

– We conduct a set of experiments to evaluate the performance of our algorithms. We
crawl a large scale of dataset from GitHub, constructing the social network graph with
information of skills, collaboration and geography. By conducting experiments on this
dataset, the result has shown that our algorithm achieves a better performance in terms
of converging near the Pareto-optimal front and maintaining diversity among obtained
solutions.

The rest of this paper is organized as follows: Section 2 highlights the related work of
team formation problem. Section 3 provides the problem definition and models for commu-
nication cost and geographical information. Section 4 introduces two proposed optimization
algorithms. Section 5 describes the experimental results. Finally, Section 6 concludes the
paper.

2 Related work

2.1 Team formation

Team formation problem is widely studied in the field of computer assisted cooperative sys-
tems. Lappas et al. [13] first formally define the TEAM FORMATION problem in presence
of a social network of individuals and first take the communication cost into considera-
tion for finding a team to satisfy the project requirements. In their article, given a set of
skills, their goal is to find the most optimal team which has the lowest communication cost.
Besides, Balog et al. [3] state that the profile of experts should not only consider their indi-
vidual skills, but also a description of their collaboration network. Some papers put forward
several factors and constraints in the follow-up extensions considering various real scenar-
ios. Gionis et al. [1] take into account the work load of experts in tasks and propose the first
online algorithms to group teams in a fair allocation of the workload by minimizing the load
on team members. Majumder et al. [18] add capacity constrains into the team formation
problem, avoiding the overload in assignments among users. In [15], the authors specify
the number of experts for each skill in given task. Kargar et al. [10] study the issue about
discovering a team of experts and its leader from a social network. Li et al. [16] pay more
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attention in finding the optimal candidate to replace a team member who becomes unavail-
able to complete the task. Basiri et al. [4] use brain drain optimization to solve the team
formation problem. Farhadi et al. [7] propose a novel approach based on the skill grade of
experts to improve the efficiency and quality of task accomplishment. Kargar et al. [11] pro-
pose three heuristic algorithms based on different intuitions to solve the bi-objective team
formation problem. Recently, some new questions about team formation are raising. Li et al.
[17] combine the ideas of team formation and influence maximization to formulate a novel
research problem, i.e., Influential Team Formation.

In terms of geographic information used in team formation, a small amount of papers
have relevant research. Rangapuram et al. [20] consider geographical information as a con-
straint in team formation by stipulating that the distance between any two experts should
not be larger than given value. Han et al. [9] prefer teams that belong to the same country.
Differently, in our papers, we enrich the definition of geographical proximate, and make a
tradeoff between geographical proximity and overall communication cost in forming a opti-
mal team to complete the task. Most of existing research still do not or just simply consider
geographic information. To the best of our knowledge, we are the first one to explore the
geographic information for team formation problem, and consider it as single-objective and
multi-objective optimization problems respectively.

2.1.1 Social network

The solution of team formation problem has been proposed in the operation research com-
munity, involving branch and bound, genetic algorithms and simulated annealing [5, 8, 23].
A trend in this line of work is to take into account the social graph structure of the indi-
viduals in the process of team formation. In social network, each vertex indicates one of
the experts with a set of skills, and the value of the edge records the communication cost
between any two experts.

Recently, location-based social networks have been widely studied [27]. Some research
focus on location based POI (Point of Interest) recommendation [25, 28]. This kind of
work explores check-in data and supports real-time recommendation. Yin et al. [32] propose
a latent class probabilistic generative model to learn location based interest information.
Yin et al. [31] propose a spatial-aware hierarchical collaborative deep learning model and
introduced a late feature fusion strategy into the model to deal with the multimodal hetero-
geneous features of the POI. In [29, 30], location based social network is studied and the
behavior prediction methods are proposed.

The estimation of communication cost in social networks has been pursued by many
researchers. Previous work [24] in social networks mainly focus on binary friendship rela-
tions. These binary versions lead to a coarse indication of relationship. In many existing
researches, the mainstream of relationship strength is to set the edges of social networks
as non-negative value. However, it is practical that social interaction involves positive and
negative relations between any two people. Positive relationships indicate the approval or
support of each other, while negative relationships indicates the distrust or reluctance to
cooperate. Huttenlocher et al. [14] study online socials with positive or negative relation-
ships. Such models used a mix of positive and negative links have a good performance.
However, we focus on the number of times of cooperation between any two people due to
lack of peer interactions and rich cooperation information in our dataset, where the links in
every two users will be assigned to positive value.
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2.1.2 Communication cost for a team

In order to determine which team is better than others, it is necessary and practical to extend
the definition of communication cost for a team with more than two users. In social network,
any subgraph can be formed a team, and therefore the definition of communication cost for
a team is based on the subgraph. Generally, there are several measures used to estimate the
communication cost for a team [13, 18]. One is to consider the diameter of the subgraph as
the overall communication cost for a team, which is the largest shortest path between any
two vertices in the subgraph. Another estimation is to calculate the minimum spanning tree
(MST) of the subgraph [13]. Since the diameter and MST does not measure the cost of all
the required communication, a cost function called Sum of Distances are widely popular in
relevant research, using the sum of the shortest distances between any two experts [10].

For the solution of team formation in social network, Lappas et al. [13] and Kargar et
al. [10] have proved the team formation problem is NP-hard and they also propose several
approximate algorithms for their solution, the RarestFirst algorithm for the diameter prob-
lem and Cover-Steiner and Enhanced-Steiner algorithms for MST problem. However, the
social network of team formation problem is large and sparse, it is not suitable to calculate
the diameter or MST of a graph. Since the problem is combinatorial and it has been proved
to be np-hard, we apply genetic algorithm (GA) [12] and a non-dominated sorting based
multi-objective evolutionary algorithm (NSGA-II) [6, 12] to find the optimal team.

2.2 Geographical information

Geographical proximity is generally considered as an important factor in successful col-
laboration. In [19], the authors elaborate the relation between geographical proximity and
knowledge exchange, believing that geographical proximity can be beneficial for building
mutual trust due to frequent interaction and face-to-face contacts. Which helps overcome
possible difficulties came from differences in institutional or organizational backgrounds.
There are some reasons in supporting the importance of geography in collaboration: 1)
greater physical distances generate more cost in communication; 2) different language and
culture constrain interaction of two people in different countries; 3) social ties between
coauthors, like in any social network, are geographically biased.

3 Model

Given a set of experts and the communication costs between them, we can form an undi-
rected graph G = (V ,E,w) to present a social coding network. v ∈ V denotes an expert
and e(vi, vj ) ∈ E denotes that a pair of experts vi and vj have participated in common
projects before. w(vi, vj ) denotes the weight between vi and vj . We assume that the weight
between two experts is related to the fraction of projects they contribute to together, then w

is defined as:

w(vi, vj ) = 1 − |Nvi
∩ Nvj

|
|Nvi

∪ Nvj
| (1)

where Nv denotes the set of projects in which expert v is listed as a contributor and the
range of w is [0, 1]. The Communication Cost (cc) is defined as the sum of weights on the
shortest path between two experts. If the graph is not connected, the communication cost is
defined as +∞.
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3.1 Model the communication cost

To measure the communication cost among the experts in a team, we define Sum of
Communication Cost (SCC) as:

Given a team T , we can generate a complete graph G(T ) where the edges in G(T )

represent cc between each pair of the experts in T . Sum of Communication Cost can be
calculated as:

SCC(T ) =
n∑

i=1

n∑

j=i+1

cc(ei, ej ) (2)

where T denotes a specified team with n experts and ei denotes the i-th expert in team T

(Corresponding to vi in (1)).

3.2 Model the geographical location

To measure the geographical proximity of the team of experts, Geographical proximity (gp)
and Sum of Geographical Proximity (SGP) is defined in [9].

Geographical proximity measures the distance between two regions:

gp(u, v) =
{
0, If u and v in the same country
1. Otherwise

(3)

where u and v represents the specified two experts. Sum of Geographical Proximity
measures the geographical proximity of the team of experts:

SGP(T ) =
n∑

i=1

n∑

j=i+1

gp(ei, ej ) (4)

where T denotes a specified team with n experts and ei denotes the i-th expert in team T .
The above method simply takes into account whether two experts are in the same country

(or region). While many other geographical based factors affect the team formation perfor-
mance, such as language, time zone, etc. Meanwhile, people in some countries(or regions)
communicate more closely, such as European countries, China mainland and Hong Kong,
etc. So we propose a new model namedMulti-view Sum of Geographical Proximity (MSGP)
by considering the above factors as below:

Region view We take the above method as a view named Region View, which indicates
whether two experts are in the same country. Region Proximity (rp) and Sum of Region
Proximity (SRP) is defined as:

rp(u, v) = gp(u, v) (5)

SRP (T ) =
n∑

i=1

n∑

j=i+1

rp(ei, ej ) (6)

Language view Although English is becoming the universal language of the world, com-
municating in native language can greatly improve work efficiency. So we consider
language as an important view and define Language Proximity (lp) and Sum of Language
Proximity (SLP) as:

lp(u, v) =
{
0, If u and v speak the same language
1. Otherwise

(7)
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SLP (T ) =
n∑

i=1

n∑

j=i+1

lp(ei, ej ) (8)

We use the official language of the country of the expert as his or her language. Noting that
some countries have a variety of official languages, we specify the most widely used one.

Time zone view The world is divided into 24 time zones (from -12 to +12). People in the
same or adjacent time zones can collaborate better. So we introduce the time zone view
into our geographical model and define Time Zone Proximity (tp) and Sum of Time Zone
Proximity (STP):

tp(u, v) = 1

12
×

{
(|tu − tv|), |tu − tv| < 12
24 − (|tu − tv|), otherwise

(9)

ST P (T ) =
n∑

i=1

n∑

j=i+1

tp(ei, ej ) (10)

where tu denotes the time zone (UTC) of expert u and tp ∈ [0, 1]. Noting that some
countries cross several time zones (e.g. Russia, Australia), we use the time zone of their
capitals.

History records view The above views measure the proximity of the two regions using the
objective attributes of them instead of history records. Obviously proximity of two regions
in the past can be shown by history records. So we define History Proximity (hp) and Sum
of History Proximity (SHP) as:

hp(u, v) = 1 − |Nru ∩ Nrv |
|Nru ∪ Nrv |

(11)

SHP(T ) =
n∑

i=1

n∑

j=i+1

hp(ei, ej ) (12)

where ru denotes the region of expert u and Nr denotes the set of projects in which experts
in region r are listed as contributors.

Multi-view sum of geographical proximity We consider the views above and use them to
measure geographical proximity. A linear model is used to combine these views:

MSGP = αRSRP + αLSLP + αT ST P + αH SHP (13)

4 Optimization

The team formation model above is a bi-objective problem, so we conduct two optimization
algorithms treating it as a single-objective (si-objective) problem and a multi-objective prob-
lem respectively. Genetic Algorithm (GA) and Non-dominated Sorting Genetic Algorithm
II (NSGA-II) based methods are as follows:
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4.1 Genetic algorithm for si-objective problem

The team formation problem above is a bi-objective problem and the proposed model has
been proved to be NP-hard problem. Because of its nonlinearity and noncontinuous, it is
hard to find a general mathematical programming methods to gain the optimum solution.
There are many famous evolution approaches to solve the problem, such as genetic algo-
rithm, simulated annealing, ant colony optimization. We choose Genetic Algorithm (GA)
for the following reasons: 1) The search domain of GA is wide, so the optimum value can be
found more easily. 2) GA is fit for the scenario of team formation, because the chromosomes
is able to model the teams naturally as the genes model the skills.

4.1.1 Combined objective function

It is a bi-objective optimization problem to form a team of experts with the minimized com-
munication cost as well as geographical proximity among them. The target is to optimize
SCC(T ) and MSGP(T ) simultaneously. A common method is to convert the bi-objective
optimization problem into a si-objective optimization problem via combining the objective
functions linearly. Combined Cost Function (CCF ) can be defined as:

CCF = (1 − λ) × SCC(T ) + λ × MSGP(T ) (14)

where parameter λ varying from 0 to 1 indicates the tradeoff between SCC(T ) and
MSGP(T ).

4.1.2 Preparation

Given the required skills and corresponding number of people, our goal is to find a set of
people, in which the members not only meet the skill requirements of the task, but also have
low geographical and communication cost. Applied to genetic algorithm in our problem,
population is the collection of possible solution, in which each chromosome is represented
as a candidate team who can complete the task. Here, the chromosomes are synonymous
with the individual or member. So the length of chromosome equals to the number of people
required in task and each gene in chromosome indicates a member in team who master
at least a skill in task requirement. In Figure 2, given required skills skill1, skill2, skill3

Figure 2 Genetic algorithm
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and corresponding number of required members, we exemplify a chromosome in which
developers meet the skill requirements.

4.1.3 Initialization

For the beginning, we need to generate a population as the first generation for subse-
quent evolution, typically containing several hundreds or thousands of possible solutions.
We assign an appropriate value to the population size and initialize same number of
chromosomes randomly.

4.1.4 Selection

According to the natural law of survival of the fittest, individuals in any generation have
different survival and reproductive abilities. We measure these abilities by calculating their
fitness. The higher the fitness, the more likely it is to reproduce. Individuals selected by fit-
ness will participate in the generation of offspring through genetic operators, which includes
crossover and mutation.

4.1.5 Genetic operators

In the process of reproduction, genetic operators is used to generate the next generation
population of solutions from those selected. It contains two parts: crossover and mutation.
By using these two methods, a new solution is created shared many of the characteristics of
its ”parents”. After repeatedly creations, solutions is accumulated and finally form the next
population.

Crossover Crossover is one of a genetic operator to vary the programming of chromosomes
from one generation to the next. On a certain probability PC , the allelomorph on two chro-
mosome will interchange in reproducing. In other words, several developers in one team
will be exchanged with that of the same positions in the other team results in two candidate
teams. Crossover benefits delivering several genes of parents to the next generation, which
may preserve good genes in evolution.

Mutation Mutation, the other genetic operator, is to produce new genes in the next genera-
tion. Several individuals in chromosome will be replaced by other individuals who mastered
the same skills occurred at a certain probability Pm. Mutation helps generate new offspring
which increases the diversity in generation.

Main loop Algorithm 1 shows the pseudocode of the Genetic Algorithm for the team for-
mation problem with geographical information. In the first step, we initialize the population
Pini as the first generation and assign it to the current population Pcur . Later it will go into
a loop stimulating evolution in which each iteration will reproduce a new generation from
the current population Pcur . In every iteration, we calculate the fitness of each individual
in current population Pcur . Select top-k individuals Sk(c) = {c1, c2, ..., ck} who have the
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highest fitness in Pcur and add directly to the next generation. From the rest of Pcur , select
two individuals randomly participate in crossover and mutation to fulfill the new popula-
tion according to the possibility Pc and Pm. Until convergence, the algorithm completes the
operation and finally obtains the optimal solution.

4.2 NSGA-II for bi-objective problem

Since the team formation problem above is a bi-objective optimization problem, we employ
NSGA-II to find multiple Pareto-optimal solutions. NSGA-II is one of the multi-objective
evolutionary algorithms. Compared with other algorithms like PAES, SPEA and NSGA,
NSGA-II has better spread of solutions and better convergence near the Pareto-optimal
front. This section we will introduce several modules which is an important part of the
algorithm and give the main loop to combine these modules into a complete algorithm.
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4.2.1 A fast non-dominated sorting approach

For the population, we need to apply non-dominated sorting so as to categorize these solu-
tions. We divide the population into several layers of non-domination. Individuals in each
layer of non-domination dominate ones in the subsequent layers. We begin initialize an
empty temporary set to stimulate the first front and put a random individual pr from pop-
ulation into the set. Through the loop, we find the individuals belong to non-dominated
class in population and consider it as the first front. Then we repeat the process to find the
subsequant fronts.

Since each solution need to compare with other solutions, the worse case that only one
solution in each front requires at most O(N2) computations. For M objectives, the entire
computations is O(MN2).

4.2.2 Density estimation and crowded comparison

For each front obtained by above algorithm, we will introduce a formula to estimate the
density of individuals in same front. First, we sort the solutions in front using the value of
objective m. Then we calculate each individual in sorted front. Define dm as the difference
of the value of objective functions m between solutions p − 1 and solution p + 1, which
is on either side of solution p, and pdistance as (also call crowding distance) accumulated
value on the dm of each objective function m of solution i. Specially, the crowding distance
of first and the last solutions will be assigned to a max distance. Algorithm 2 presents the
calculation of crowding distance.

In order to decide which is better in any two solutions in fronts, we define that solution
a is better than solution b if a is in the higher front than b or the density of a is larger
than that of b in the same front. To be more formular, define a ≺ b if af rontOrder <

bf rontOrder ∨ (af rontOrder = bf rontOrder ∧ adistance > bdistance). Now we can sort the
solutions in fronts by this regulation.

The worse case that all solutions are in one front requires O(mNlogN) computations.
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4.2.3 Complete algorithm

For a start, we initialize the population Pcur randomly as the first generation. we sort
the Pcur using fast non-dominated sorting approach and select the first N solutions to be
the ”parents”. These selected parents will participate in crossover and mutation results in
the ”children”. Combining the ”parents” and ”children”, we will gain the next generation.
Repeat the above process to stimulate evolution and finally converge the Pareto-optimal
solutions.

Since the total algorithm is related with several parts, containing non-dominated with
O(MN2) computations, calculations of crowding distance with O(MNlogN) and sort of
solutions with O(2Nlog(2N)), the overall complexity of the above algorithm is O(MN2).
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5 Experiments

5.1 Dataset

The experiments are conducted on a real-word dataset from GitHub. It is one of the most
popular Web-based Git or version control repository and Internet hosting service. Users in
GitHub often collaborate on projects, and then naturally establish a coding social network.
The GitHub dataset can meet the requirements of our experiment well.

The GitHub dataset is crawled by using the APIs which are provided by GitHub. Our
dataset include 28,362,019 projects, 15,647,255 users and the relationships between them.
Because only some users provide their geographical location information, we filter these
users out and label the country (or region) of them. As a result, we finally obtain 36,701
users and 3,532,453 projects in our dataset.

5.2 Analyzation

The focus of this paper is geographic information, so the following is a statistical analysis
of different aspects of geographic information.

Figure 3 shows the proportion of developers in different countries. It can be seen that
most of developers are from USA. And then, the second order and the third order is UK and
China respectively. Moreover, developers from USA, UK, China and India account for more
than half of all developers. From the distribution of developers’ countries, we can observe
that developers from USA are the most active users of GitHub. Possible reason is that
GitHub is well known for USA people. Another observation is the diversity of developers’
countries. This reflects the popularity of GitHub.

Figure 4 shows the proportion of developers speak different languages. We can observe
that English is the most popular language among developers (e.g, 57.0 %). The followed
languages are Chinese and German. The reason may be that English is the most widely
used language in the world. The diversity of languages further indicates the popularity of
GitHub. Obviously, different language is not a major obstacle but still an obstacle to working
together.

Figure 3 Top Countries
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Figure 4 Top Languages

Figure 5 shows the number of developers in different time zones. It can be seen that
developers are mainly distributed around -5, +1 and +8 time zones. The time zones are
corresponding to North America, Europe and Asia (and Australia). Developers in the same
time zone will cooperate better.

Figure 6 shows the diversity of geographical location. We make statistics on the region
of contributors of all the teams (projects) in GitHub dataset. The x-axis denotes the number
of contributor’s regions of one team and the y-axis denotes the percentages of each kind
of team. As can be seen that about 36% teams whose contributors are from one country
(or region) and less than 50% teams whose contributors are from more than two countries.
The corresponding percentage of project contributors reduces quickly with the increase of
diversity. A conclusion can be drawn that developers tend to work with people from the
same region.

To analyze the degree of cooperation between developers in different countries, we cal-
culate the History Proximities (hp) of every pair of countries. hp is an important indicator
to evaluate the tightness of developers in two countries. The smaller the hp value, the more
likely they will be going to work together. Table 1 shows that developers in European coun-
tries and American countries work more closely. For example, the hp value of Russia and
USA is 0.885 which is larger than that of USA and UK (e.g., hp value between them is
0.677).

5.3 Setup

This paper considers programming languages in GitHub dataset as skills. If a developer
contributes to a project with a specified skill (language), we match the developer to the skill.

Number of Developers in Different Time Zones
10

10

10

4

2

0

-11 -7 -3 +1 +5 +9-9 -5 -1 +3 +7 +11

Figure 5 Number of developers in different time zones
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Figure 6 Diversity of geographical location

For all the experiments, we set the number of skills as 10 and λ is set as 0.05 for comparison.
The population size of GA is set as 200 and the generation is set as 100. Consider the
different effect of the views that were analyzed in Section 5.2, we set αR , αL, αT and αH

as 0.2, 0.15, 0.15 and 0.5. It is worth noting that all these parameters are set experimentally,
under which our algorithm can achieve the best performance.

5.3.1 Metrics

In this section, we use three metrics which are commonly adopted in conventional studies
to evaluate the performance of the GA-Based and NSGA-II-Based algorithms. The metrics
are listed as follows:

Sum of communication cost (SCC) SCC measures the communication cost of the team. It
indicates the efficiency of the communication between the team developers.

Multi-view sum of geographical proximity (MSGP) MSGP measures the geographical
proximity of the team. It indicates the closeness of the team at the geographical level.

Combined cost (CombCost) CombCost combines Sum of Communication Cost and
Multi-view Sum of Geographical Proximity. It indicates the trade-off between the two
metrics above.

Table 1 History proximities

Country A Country B hp

USA UK 0.677

Canada UK 0.686

UK Germany 0.693

Germany Canada 0.698

Germany Australia 0.705

Russia Netherlands 0.737

...

Russia USA 0.855
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5.3.2 Baselines

Kargar et al. [11] studied the same problem as this paper and the dataset structure is similar,
so we choose the two models proposed in this work as baselines and compare our proposed
model with them:

Approximation rare algorithm (ARA) Approximation Rare Algorithm selects one skill
with the least supporters. An expert with the skill is firstly selected as a seed expert. And
then an expert is added with the minimum communication cost to the seed expert with each
of other required skills into the team. Finally, a team is created with the minimum cost.

Minimum cost contribution rare algorithm (MCCR) Minimun Cost Contribution Rare
Algorithm selects an expert with the skill with the rarest supporters as the initial member
of the team. Then a series of team members are added by considering their communica-
tion cost comparing with current team members. Consequently, a team is created with the
minimum cost.

5.4 Results

NSGA-II produces a set of candidate teams, while the other algorithms produce only one
team. We compare GA with ARA, MCCR and NSGA-II respectively.

5.4.1 Performance of GA

In this experiment, we set the number of skills to 10. Figures 7 and 8 shows the performance
of ARA, MCCR and GA. The following conclusion can be observed:

On the SCC metric: GA-based model achieves better performance. The reason is that
GA-based model has a large search space while the other algorithms has a small one.
But the advantage of GA-based model is not very obvious. The reason is that the

Figure 7 Performance comparison
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GA-based model takes into account the geographical factor instead of optimizing the
communication cost only, so it cannot achieve a great advantage on the SCC metric.

On the MSGP metric: GA-based model achieves better performance obviously. The
reason is that GA-based model takes into account the geographical factor while the other
models do not. As the value of λ increases, GA-based model performs better on MSGP

due to the increase of the weight of geographical factor.
On the CombCost metric: GA-based model also achieves better performance obviously.

The reason is that GA-based model considers both communicate cost and the geo-
graphical factor, then it can get a good balance between the two factors by adjusting
the parameter λ. As the value of λ increases, GA-based model also performs better on
CombCost due to the increase of the weight of geographical factor.

Stability: The performance of all models depends on the random seeds to a certain extent,
so the models are not stability. Figure 8 shows the standard deviation of all models on
the three metrics. It is obvious that GA-based model has a lower standard deviation on
all metrics. The reason is that GA-based model has a larger search space and it can
effectively reduce the model variance. The two baseline models have similar and large
standard deviation on the MSGP metrics, because they do not take into account the
geographical factor.

5.4.2 Impact of number of skills

To evaluate the impact of number of skills, we set skills number from 2 to 10 with a step
value of 2. Figure 9 shows that as the number of skills increases, the cost of all algorithms
are going to higher and higher with different metrics. But the proposed GA-based model can
always achieve the best performance. It indicates that GA-based model has good stability
when the number of skills changes.

5.4.3 Comparison of GA and NSGA-II

NSGA-II algorithm produces a set of candidate teams instead of manually specifying the
λ value. The teams in the set have good performance under each objective, a team can be
selected according to requirements.

Figure 8 Standard Deviation of the models
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Figure 9 Impact of number of skills

In order to evaluate the performance of GA and NSGA-II with different λ values, we
set λ from 0.0 to 0.1 with the step value of 0.01 and optimize the objective function SCC

with the corresponding λ. It is worth noting that NSGA-II does not need to specify λ, so we
select the team in the candidate set with the minimum SCC.

Performance Figure 10 shows the performance of GA-based model and NSGA-II-based
model with different λ. The NSGA-II model achieves better performace with all λ. When
the value of λ increases, the advantage of NSGA-II model tends to be more obvious. The
reason is that NSGA-II can search the optimal solution by considering the two objects
simultaneously.

Discussion of λ Although the tradeoff parameter λ varies from 0 to 1, SCC and MSGP are
different in magnitude. In our approach, GA is a multi-objective optimization problem inte-
grated two objectives. It will choose developers from the same region with a MSGP value
of 0, when the λ value is more than 0.1. Obviously, the larger λ value has no significance for

Figure 10 Performance of GA and NSGA-II
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Figure 11 Convergence of GA and NSGA-II

this multi-objective optimization problem. Therefore, we vary it from 0 to 0.1. The choice
of λ depends on the requirement of team formation. If a team with less communication
cost is need, a smaller λ is needed. If a team with less geographical distance, a larger λ is
needed. When the requirement is not certain, a NSGA-II algorithm can be conducted to gen-
erate a series of alternative teams. One team can be chosen manually in light of the actual
conditions.

Figure 12 Relation of SCC and MSGP in NSGA-II
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Convergence Figure 11 shows the convergence of GA-based model and NSGA-II-based
model. The two models tend to converge when the generation is greater than 50. Further-
more, NSGA-II model always performs better than GA model.

Features of NSGA-II NSGA-II gives a set of candidate teams with different SCC and
MSGP . To explore the relationship between SCC and MSGP , we sample a set of candi-
date teams of six different team formation tasks. Figure 12 shows that SCC and MSGP are
negatively correlated. It is because that the target of NSGA-II is to seek a balance between
the two objectives. When a team has both larger SCC and MSGP than another team, it
cannot be selected as a candidate.

6 Conclusion and future work

In this paper, we exploit and incorporate geographical information to improve the perfor-
mance of team formation and solve the bi-objective optimization problem in two different
ways. Specifically, we investigate both collaboration records and geographical informa-
tion, and propose two objective cost functions. For the first optimization way, we employ
a variant algorithm based on non-dominated sorting for multi-objective optimization. For
the second one, we combine these two objective cost functions into a unified one, and use
a genetic algorithm for optimization. To comprehensively evaluate the performance of the
proposed methods, we crawl a large scale of dataset from Github, including 28,362,019
software projects and 15,647,255 users. The experiments demonstrate the performance of
the proposed models with the comparison of state-of-the-art ones.

In our future work, we plan to exploit the impact of social media on team formation.
Social media (e.g., Facebook, Twitter) information could be used to further depict the
relationship among the developers and to improve the performance of team formation.
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