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An Assessment of Testing-Effort Dependent Software
Reliability Growth Models
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Abstract—Over the last several decades, many Software Reli-
ability Growth Models (SRGM) have been developed to greatly
facilitate engineers and managers in tracking and measuring the
growth of reliability as software is being improved. However, some
research work indicates that the delayed S-shaped model may not
fit the software failure data well when the testing-effort spent on
fault detection is not a constant. Thus, in this paper, we first re-
view the logistic testing-effort function that can be used to describe
the amount of testing-effort spent on software testing. We describe
how to incorporate the logistic testing-effort function into both ex-
ponential-type, and S-shaped software reliability models. The pro-
posed models are also discussed under both ideal, and imperfect
debugging conditions. Results from applying the proposed models
to two real data sets are discussed, and compared with other tradi-
tional SRGM to show that the proposed models can give better pre-
dictions, and that the logistic testing-effort function is suitable for
incorporating directly into both exponential-type, and S-shaped
software reliability models.

Index Terms—Delayed S-shaped model, imperfect debugging,
non-homogeneous Poisson process, software reliability growth
models, testing-effort function.

ACRONYM1

NHPP non-homogeneous Poisson process
SRGM software reliability growth model
MVF mean value function
MLE maximum likelihood estimation
TEF testing-effort function
LOC lines of code
KLNCSS thousand lines of non-comment source

statements

MSE mean square of fitting error
K-S Kolmogorov-Smirnov
KD Kolmogorov distance
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1The singular and plural of an acronym are always spelled the same.

RE relative error
PE prediction error
MRE magnitude of relative error

NOTATIONS

expected mean number of faults detected
in time
number of faults remaining in the software
system at time
failure intensity for

fault content function

cumulative number of faults detected up to

cumulative number of faults isolated up to ;

cumulative testing-effort consumption at
time

exponential TEF

Rayleigh TEF

Weibull TEF

counting process for the total number of
failures in
expected number of initial faults

fault detection rate function

constant fault detection rate

constant fault detection rate in the Delayed
S-Shaped model with logistic TEF
constant fault isolation rate in the Delayed
S-Shaped model with logistic TEF
total amount of testing-effort eventually
consumed
scale parameter in the Weibull-type TEF

testing-effort consumption rate of logistic
TEF
constant parameter in the logistic TEF

scale parameter in the log-logistic TEF

, shape parameter

fault introduction rate

expected number of faults by time
estimated by a model
actual observed number of faults by time

predicted failure rate

Laplace trend factor
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I. INTRODUCTION

SOFTWARE reliability is defined as the probability of
failure-free software operation for a specified period of

time in a specified environment [1], [2]. The aim of software re-
liability engineers is to increase the probability that a designed
program will work as intended in the hands of the customers.
Typically, failure-based software reliability represents a cus-
tomer-oriented view of software quality, relating to practical
operation rather than simply design of the program [3].

SRGM help measure & track the growth of reliability as
software is being improved [4]. There is an extensive body
of literature on software reliability growth modeling, with
many detailed probability models purporting to represent the
probabilistic failure process [5]–[8]. Often SRGM may also
yield information on physical properties of the code, such as
the number of faults remaining in a software system, etc. For
example, Gana & Huang [9] reported that the use of SRGM
has greatly enhanced the project’s ability to manage & improve
the reliability of the global 5ESS-2000 switch products, used
worldwide, to significantly out-perform the downtime objective
established by Bellcore for all regional Bell operating compa-
nies. In addition, Kruger [10] also reported that an SRGM has
demonstrated its applicability to projects ranging in size from
6 KLNCSS to 150 KLNCSS, and in functions from instrument
firmware to application software. In general, the exposure
time over which reliability is being assessed may be expressed
as calendar time, clock time, CPU execution time, number
of test-runs, or some other suitable measures. The measure
actually used will depend on the product.

In the context of software testing, the key elements are the
testing effort, and effectiveness of the test-cases. Many pub-
lished models either assume that the consumption rate of testing
resources is constant, or do not explicitly consider the testing ef-
fort nor its effectiveness [2], [4], [7], [11], [12]. The functions
that describe how an effort is distributed over the exposure pe-
riod, and how effective it is, are referred to by us as testing-ef-
fort functions (TEF). To address the issue of the TEF, Musa [2],
Yamada et al. [13], Bokhari & Ahmad [14], Kapur et al. [15],
and Huang et al. [16]–[18] proposed SRGM describing the re-
lationship among the testing time (calendar time), the amount
of testing-effort expended during that time, and the number of
software faults detected by testing. Most existing SRGM belong
to exponential-type models. Yamada also proposed a delayed
S-shaped NHPP model in which the observed growth curve of
the cumulative number of detected faults is S-shaped. However,
some researchers indicated that the delayed S-shaped model
may not fit the observed data well when the testing-effort is not
a constant [11].

In this paper, we show how to integrate a logistic TEF into
the exponential-type, and S-shaped SRGM [18]. We further dis-
cuss how to incorporate logistic TEF into the delayed S-shaped
model from two different viewpoints. A method to estimate the
model parameters is provided, together with some approaches
to obtain the confidence limits for the parameters. We are also
concerned with the development of stochastic models for the
software failure process considering an imperfect debugging en-
vironment. Experimental results from real data applications are

analysed, and compared with other existing models to show that
the proposed model gives better predictions.

The remainder of the paper is organized as follows. Section II
gives an overview of traditional TEF. The logistic TEF is also
presented in this section. In Section III, we show how to incorpo-
rate the logistic TEF into the exponential-type, and the S-shaped
SRGM. Parameters of the proposed models, as estimated by the
method of MLE, together with the application of these models
to two real data sets, are discussed in Section IV. We also show
how the upper, and the lower bounds of the parameters can be
obtained. Finally, Section V discusses the imperfect debugging
problem based on the proposed models.

II. TESTING-EFFORT FUNCTIONS

TEF describes the relationship between the effort expended
to test software (e.g., in person-months), and the physical char-
acteristics of the software, such as LOC, exposure time (which
can take many forms, and can be expressed either as total effort),
etc. [19]–[21]. Yamada et al. [13] found that the TEF could be
described by a Weibull-type distribution with the following three
cases.

(i) Exponential curve: the cumulative testing-effort con-
sumed in is

(1)

The exponential curve is used for processes that decline
monotonically to an asymptote.

(ii) Rayleigh curve: the cumulative testing-effort consumed is

(2)

The Rayleigh curve first increases to a peak, and then de-
creases at a decelerating rate. It has been empirically ob-
served that software development projects follow a life-
cycle pattern described by the Rayleigh curve [12], [21].
The Rayleigh curve often predicts the costs, and schedules
of software development well. It is frequently employed
as an alternative to the exponential curve.

(iii) Weibull curve: the cumulative testing-effort consumed is

(3)

The tail of the Weibull curve probability density function
approaches zero asymptotically, but never reaches it [12].

In fact, Putnam [21] has used the Rayleigh characteristic as
the basis for a time-sensitive cost model of software project be-
havior. He tuned the model using a large sample of project data
collected by the Army Computer Systems Command, and found
that for large projects the model converged acceptably to the
sample data [21]. Here we note that the exponential ,
and the Rayleigh curves are special cases of the
Weibull curve. Actually, the exponential curve is often used
when the testing-effort is uniformly consumed with respect to
the testing time, while the Rayleigh curve is engaged in other
cases [22].

Although a Weibull-type curve can well fit the data often used
in the field of software reliability modeling, it displays a “peak”
phenomenon when the shape parameter . Hence, Huang
et al. [16] proposed that a logistic TEF be used instead of the
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Weibull-type curve to describe the test-effort patterns during
the software development process. Logistic TEF was originally
proposed by F. N. Parr [23]. It exhibits similar behavior to the
Rayleigh curve, except during the early part of the project. In
some two dozen projects studied in the Yourdon 1978–1980
project survey, the logistic TEF appeared to be fairly accurate
in describing the expended testing effort [21].

The logistic TEF over time period can be expressed as

(4)

The current testing-effort expenditure rate at testing time is

(5)
where

Rate reaches its maximum value at time

On the other hand, Gokhale & Trivedi proposed the log-lo-
gistic SRGM that can capture the increasing/decreasing nature
of the failure occurrence rate per fault [6]. Recently, Bokhari &
Ahmad [14] also presented how to use the log-logistic curve to
describe the time-dependent behavior of testing effort consump-
tions during testing. The log-logistic TEF is given by

(6)

III. SOFTWARE RELIABILITY GROWTH MODELING

A. SRGM With Logistic TEF

An SRGM with a logistic TEF is formulated based on the
following assumptions [4], [16], [17], [24].

1) The fault removal process follows the NHPP.
2) The software system is subject to failures at random times

caused by faults remaining in the system.
3) The mean number of faults detected in the time interval

by the current testing-effort is proportional to
the mean number of remaining faults in the system.

4) The proportionality is a time-dependent fault detection rate
function.

5) The consumption of testing-effort is modeled by a logistic
TEF.

6) Each time a failure occurs, the fault that caused it is imme-
diately removed, and no new faults are introduced.

Let be the MVF of the expected number of faults de-
tected in time . Then, according to the above assumptions,
and from [16], [17], the model can be formulated as

(7)

If , we have

(8)

Solving (8) under the boundary condition (i.e.,
must be equal to zero at time zero), we have

(9)

Equation (9) can provide testers or developers with an estimate
of the time needed to reach a given level of residual faults. It
may also be used to determine the appropriate release time for
the software to meet the customer’s expectations.

In general, the failure intensity function of the NHPP is given
by

(10)

and

(11)

We can use the failure intensity as an estimate of the software
quality [2], [4]. We can also use the number of remaining faults
as a measure of quality.

Finally, we can have the expected number of faults remaining
in the software system:

(12)

For example, by using (4) & (9), the number of faults remaining
in the software system after an infinite amount of test time is

This means that not all the original faults in a software system
can be fully detected, even after a long testing (and debugging)
period because the total amount of testing-effort to be consumed
during the testing phase is limited to .

B. Delayed S-Shaped Model With Logistic TEF

In this section, we show how to integrate TEF into the de-
layed S-shaped model. This model was originally proposed by
Yamada [25], who described it in terms of a modification of the
NHPP to obtain an S-shaped growth curve for the cumulative
number of faults detected. That is, it was designed to capture
the software fault removal phenomenon. In this case, two phases
can be observed within the testing process: fault detection, and
fault isolation. There is a time lag between the fault detection,
and its reporting. In other words, this model’s software fault
detection process can be viewed as a learning process because
the software testers become familiar with the testing environ-
ments and tools as time progresses. It is assumed that testers’
skills gradually improve over the testing effort, and then level
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TABLE I
DATA SET 1 (OHBA [11])

off as the residual faults become more difficult to uncover [4],
[11]. However, the assumption that testers learn and improve the
testing process may not hold within a single development cycle
[5]. Because the original S-shaped model was developed for the
analysis of fault isolation data, the testing process contains not
only a fault detection process, but also a fault isolation process.

The extended delayed S-shaped model is based on the fol-
lowing assumptions [4], [18], [24], [25].

1) The fault removal process follows the NHPP.
2) The software system is subject to failures at random times

caused by faults remaining in the system.
3) The mean number of faults detected in the time interval

by the current testing-effort is proportional to
the mean number of remaining faults in the system.

4) The proportionality of fault detection is constant.
5) The mean number of faults isolated in the time interval

by the current testing-effort is proportional to
the current number of faults not isolated in the system.

6) The proportionality of fault isolation is constant.
7) The consumption of testing-effort is modeled by a logistic

TEF.
8) Each time a failure occurs, the fault which caused it is im-

mediately removed, and no new faults are introduced.
Following the similar steps described in Section III-A, the

extended S-shaped software reliability model can be formulated
as

(13)

and

(14)

Note that here we assume . Solving (13) & (14) under
the boundary condition , we have

(15)

and

(16)

If we assume , then by using L’Hospital’s rule, the
delayed S-shaped model with TEF is given by

(17)
Details of the derivation can be found in Appendix A.

On the other hand, if we let

(18)

and substitute it into (7), we obtain

(19)

Solving (19) under the boundary condition , we can
also obtain the MVF that is the same as (17) [8], [24].

The failure intensity function for the delayed S-shaped model
with TEF is given by

(20)

Finally, the expected number of faults remaining in the software
system is

(21)

IV. NUMERICAL EXAMPLES, AND EXPERIMENTS

A. Data Description, and Laplace Test

The first data set employed (DS1) was from the paper by Ohba
[11] for a PL/I database application software system consisting
of approximately 1 317 000 LOC. Over the course of 19 weeks,
47.65 CPU hours were consumed, and 328 software faults were
removed. Although this is an old data-set, we feel it is instruc-
tive to use it because it allows direct comparison with the work
of others who have used it. In addition, we use a second data
set (DS2) presented by Wood from a subset of products for four
separate software releases at Tandem Computers Company [26].
Wood reported that the specific products & releases are not iden-
tified, and the test data sets have been suitably transformed in
order to avoid confidentiality issues. Here we only use Release
1 for illustrations. Over the course of 20 weeks, 10 000 CPU
hours were consumed, and 100 software faults were removed.
Tables I and II list the data sets DS1, and DS2, respectively.

Software reliability studies are usually based on the applica-
tion of different SRGM to obtain various measures of interest.
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TABLE II
DATA SET 2 (WOOD [26])

Fig. 1. Laplace trend test for the first data set.

Reliability growth can be analysed by trend tests. Blindly ap-
plying SRGM may not lead to meaningful results when the
trend indicated by the data differs from that predicted by the
model. If the model is applied to the software failure data, and
shows a trend in accordance with its assumption, the results
can be greatly improved [1]. Various statistical tests have been
published for identifying trends in grouped data or time-series.
Trend tests include graphical tests, and analytical tests. Among
the analytical tests, the Laplace test is the most commonly used
because it is often found to be the most appropriate one when
failures & fault-removal follow NHPP [27]. Here we calculate

. If the value of is negative, it indicates a decreasing
failure intensity, and thus a reliability growth. On the other hand,
if the value of is positive, it depicts an increasing failure
intensity, and thus the reliability decreases [1], [28], [29].

For example, with reference to the above two data sets, the
Laplace trend test results are shown in Figs. 1 and 2 for DS1, and
DS2, respectively. As seen from Fig. 1, we find that in about the
first 75% of the time, the value of is between 2, and 2;
this indicates a stable reliability. Thereafter, the value of is
negative, and this means a decreasing failure intensity. Thus, in
this case, our proposed models can be applied. Similarly, from
Fig. 2, we can see that the value of is always negative; this
means a growth in reliability.

B. Criteria for Model Comparison

In general, a model can be analysed according to its ability to
reproduce the observed behavior of the software, and to predict
the future behavior of the software from the observed failure

Fig. 2. Laplace trend test for the second data set.

data. The two data sets listed in Section IV-A are failure counts.
The three comparison criteria are:

1) The Goodness-of-Fit Criterion.
To quantitatively compare long-term predictions, we use
MSE because it provides a well-understood measure of the
differences between actual, and predicted values. The MSE
is defined as [4], [16], [24], [30]

(22)

A smaller MSE indicates a smaller fitting error, and better
performance.
After the proposed model is fitted to the actual observed
data, the deviation between the observed and the fitted
values is evaluated by using K-S test, or the Chi-Square
test. The K-S test is generally considered to be more ef-
fective compared with the Chi-Square test [31]. Therefore,
we will present the results of the K-S test for each selected
model. Here KD will be calculated and it is defined as the
maximum vertical derivation between the plot, and the line
of unit slope.

2) The Predictive Validity Criterion.
The capability of the model to predict failure behavior from
present & past failure behavior is called predictive validity.
This approach, which was proposed by Musa [2], can be
represented by computing RE for a data set

(23)
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Assuming we have observed failures by the end of test
time , we employ the failure data up to time
to estimate the parameters of . Substituting the esti-
mates of these parameters in the MVF yields the estimate
of the number of failures by time . The estimate is
compared with the actual number . The procedure is re-
peated for various values of . We can check the predictive
validity by plotting the relative error for different values of

. Numbers closer to zero imply more accurate prediction.
Positive values of error indicate overestimation; negative
indicate underestimation [2].

3) The Noise Criterion.
The Noise is defined as [32]

(24)

Small values represent less noise in the model’s prediction
behavior, indicating more smoothness.
Finally, in order to check the performance of the logistic
TEF, and make a comparison with the Rayleigh TEF, here
we also select some comparison criteria for our evaluations
[16], [33]–[36]:

(25)

(26)

(27)

(28)

C. Model Performance Analysis

In this section, we present our evaluation of the performance
of the proposed models when applied to DS1, and DS2.

1) DS1: Fitting a proposed model to actual data involves esti-
mating the model parameters from the real failure data. We em-
ploy the method of MLE to estimate the parameters of different
SRGM. Computational details can be found in Appendix B.
Similarly, all the parameters of the logistic, and Rayleigh TEF
are also estimated by MLE. Firstly, the three unknown parame-
ters , , and of the logistic TEF are solved by MLE, giving
the estimated values (CPU hours), , and

. Correspondingly, the estimated pa-
rameters of the Rayleigh TEF are (CPU hours), and

. Fig. 3 plots the comparisons between
the observed failure data, and the data estimated by the logistic,
and Rayleigh TEF. The PE, Bias, Variation, and MRE for the lo-
gistic, and Rayleigh TEF are listed in Table III. From Table III,
we see that the logistic TEF has lower values of PE, Bias, Vari-
ation, and MRE than the Rayleigh TEF. On average, the logistic
TEF yields a better fit for this data set.

Table IV lists the estimated values of parameters of different
SRGM, including the Goel-Okumoto model, and the traditional

Fig. 3. Observed/estimated logistic & Rayleigh TEF for DS1.

TABLE III
COMPARISON RESULTS FOR DIFFERENT TEF APPLIED TO DS1

Yamada delayed S-Shaped model. We also give the values of
MSE, RE, Noise, and KD in Table IV. It is observed that the
SRGM with logistic TEF has the smallest value of MSE, and
KD when compared with other SRGM. Because parameters of
SRGM are estimated based on a limited amount of data, con-
fidence estimation is necessary [2], [37]. The 90 percent confi-
dence limits for all the models are given in Table V. The relevant
calculation details can be found in Appendix B.

Finally, Fig. 4 depicts the RE curves for different selected
models. It is worth noting that, in the study in [11], the author
reported that the Yamada delayed S-shaped model may not fit
the observed data well when the testing-effort spent on fault
detection is not a constant. However, from Table IV, we see
that the delayed S-shaped model with the logistic TEF achieves
lower MSE, RE, and KD than the traditional Yamada delayed
S-Shaped model, and the delayed S-Shaped model with the
Rayleigh TEF. Overall, the delayed S-Shaped model with the
logistic TEF predicts more accurately than these two S-shaped
software reliability models.

2) DS2: Similarly, the maximum likelihood estimates of the
parameters for the logistic TEF in the case of DS2 are

(CPU hours), , and .
Also, the estimated parameters for the Rayleigh TEF are

(CPU hours), and . The computed
Bias, Variation, PE, and MRE for the logistic, and Rayleigh TEF
are listed in Table VI. Fig. 5 graphically illustrates the com-
parisons between the observed failure data, and the data esti-
mated by the logistic, and Rayleigh TEF. As seen from Fig. 5,
and Table VI, similar to DS1, the logistic TEF yields a better
fit than the Rayleigh TEF for DS2. Table VII shows the esti-
mated values of parameters of different SRGM, and the values
of MSE, RE, Noise, and KD. From Table VII, we find that the
SRGM with the logistic TEF has the smallest value of MSE
compared with the other SRGM. Besides, we also see that the
values of MSE, and RE of the delayed S-Shaped model with the
logistic TEF are still lower than those of the traditional Yamada
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Fig. 4. RE curves of selected models compared with actual failure data (DS1).

TABLE IV
ESTIMATED PARAMETER VALUES, AND MODEL COMPARISONS FOR DS1

delayed S-Shaped model, and the delayed S-Shaped model with
the Rayleigh TEF. The 90% confidence limits for the proposed
models are also given in Table VIII. And Fig. 6 depicts the RE
curves for all selected models.

Finally, software reliability depends on the pattern of oper-
ation of the software, and the performance of SRGM strongly
depends on the kind of data set. If the software development
project managers plan to employ SRGM for estimation of re-
liability growth of products during software development pro-
cesses, the software developers or reliability engineers need to
select several representative models, and apply them in parallel.
Although models sometimes give good results, there is no single
model that can be trusted to give accurate results in all circum-
stances, nor is there a way in which the most suitable model can

be chosen a priori for a particular situation [1], [3], [4]. From
our results, we can conclude that the logistic TEF may be a good
approach to providing a more accurate description of resource
consumption during the software development phase than pre-
vious approaches. By incorporating the logistic TEF into both
exponential-type, and S-shaped software reliability models, the
modified SRGM become more powerful, and more informative
in the software reliability engineering process.

V. IMPERFECT DEBUGGING MODELING

In general, different SRGM make different assumptions, and
therefore can be applied to different situations. Most SRGM
published in the literature assume that each time a failure oc-
curs, the fault that caused it is immediately removed, and no
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TABLE V
90% CONFIDENCE LIMITS FOR DIFFERENT SELECTED MODELS (DS1)

TABLE VI
COMPARISON RESULTS FOR DIFFERENT TEF APPLIED TO DS2

Fig. 5. Observed/estimated logistic & Rayleigh TEF for DS2.

new faults are introduced. Besides, some people also assume
that the correction of a fault takes only negligible time, and
the detected fault is removed with certainty [38]–[40]. These
assumptions help to reduce the complexity of modeling soft-
ware reliability growth; however, in reality, developers experi-
ence cases where they fix one bug, but create another new one.
Debugging is in fact a complex cognitive activity because it con-
sists of locating & correcting the faults that generated the ob-
served failures. Therefore, imperfect debugging could occur in
the real world.

There are many papers that have addressed the problem of im-
perfect debugging [40]–[48]. For instance, Ohba & Chou [44]
reported that, in their study, about 14 percent of the faults de-
tected & removed during an observation period would intro-
duce new faults as a result of imperfect debugging. They also
demonstrated that, in such cases, SRGM are still applicable, al-
though imperfect debugging caused some variation in the pa-
rameter values of the engaged models. On the other hand, Goel
& Okumoto [48] showed that an imperfect debugging model
provided a good fit to the software failure data from a real-time
control system for a land-based radar system developed by the
Raytheon Company. Xie & Yang [41] tried to investigate the
effect of imperfect debugging on software development costs.
They extended a commonly used cost model to the case of im-
perfect debugging. In addition, Zhang et al. [45] also proposed

a method to integrate fault removal efficiency, and fault intro-
duction rate into SRGM. Therefore, we have to consider the
imperfect debugging problem when we propose a new SRGM,
as it provides an essential, valuable insight into the debugging
process.

In this section, we investigate a relaxation of the perfect de-
bugging assumption. We modify the assumption 6 presented in
Section III-A to be as follows: When a fault is detected & re-
moved, new faults may be generated. Besides, when removing
or fixing a detected fault, the probability of introducing another
fault is a constant . Based on assumptions 1–5 described in
Section III-A, we can describe in detail the SRGM with the
logistic TEF within an imperfect debugging environment. Ac-
cording to these assumptions, we rewrite (7) as

(29)

Note that is generally defined as the sum of the expected
number of initial software faults, and introduced faults as a func-
tion of time [4], [45].

Mathematically, assuming that

(30)

solving (29) by substituting (30) into it, and assuming
& , we obtain the MVF

(31)

We also have

(32)

It is noted that is given by

(33)

In this case, we have

(34)
Similarly, we can modify the assumption 8 presented in Sec-

tion III-B. For example, by using (19), we have

(35)
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Fig. 6. RE curves of selected models compared to actual failure data (DS2).

TABLE VII
ESTIMATED PARAMETER VALUES, AND MODEL COMPARISONS FOR DS2

Solving (35) under the boundary condition , the de-
layed S-Shaped model with logistic TEF under imperfect de-
bugging is given by

(36)
These above equations (31) & (36) can represent the case where
a fault is not successfully removed, and new faults are intro-
duced during the testing/debugging phase.

Due to the space limitations, here we use only DS1 (i.e., the
Ohba data) to discuss the issue of imperfect debugging. Simi-

larly, the parameters , , and in (31), and (36) can be solved
numerically by the method of MLE. Moreover, as discussed
in [44], we can apply the extended Goel-Okumoto model by
taking account of imperfect debugging with MLE for param-
eter estimation. Table IX gives the estimated parameters of se-
lected models under imperfect debugging, and results of model
comparisons. It is observed that the values of MSE and KD of
the SRGM with the logistic TEF are the lowest among all the
models considered. Besides, we also see that the values of MSE,
RE, Noise, and KD of the delayed S-Shaped model with the lo-
gistic TEF are still lower than those of the delayed S-Shaped
model with Rayleigh TEF.
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TABLE VIII
COMPARISONS OF 90% CONFIDENCE LIMITS FOR DIFFERENT SELECTED MODELS (DS2)

TABLE IX
ESTIMATED PARAMETER VALUES, AND MODEL COMPARISONS UNDER IMPERFECT DEBUGGING (DS1)

TABLE X
90% CONFIDENCE LIMITS FOR SRGM UNDER IMPERFECT DEBUGGING (DS1)

From Table IX, we observe that the fault removal process in
the software development & testing environment may not be a
pure perfect debugging process because the estimated values of

are all close but not equal to zero. For example, we can see that
the fault introduction rate of the SRGM with the logistic TEF is

. This means that, on the average, one fault will be
introduced per about 100 removed faults. Hence, we see that the
introduction of new faults during the correction process tends
to be a minor effect in the development process if we apply the
software reliability models listed in Table IX. Actually, Yin et
al. [43] reported that, from a statistical point of view, the number
of introduced faults is less significant when the total number of
remaining faults is relatively large. They postulated that the im-
perfect debugging should be taken into account when the soft-
ware product is reaching the mature stage, where the number of
remaining faults, and the number of introduced faults are of the
same order of magnitude [43], [49]. In addition to (30), there
may be other useful fault content functions [24], [45], but fur-
ther discussion of this topic is beyond the scope of this paper.
The 90% confidence limits for the selected models are given
in Table X, while Fig. 7 illustrates the RE curves for different
models. Altogether, these metrics can provide engineers with in-
sightful information about software development & testing ef-
forts, and help project managers make the best decisions in al-
locating testing resources.

APPENDIX A

From (16), we note that, if is approximately the same as
, the right hand side of this equation will approach negative

infinity. In this case, we let

(37)

and

(38)

From L’Hospital’s Rule, we know

(39)
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Fig. 7. RE curves of selected models under imperfect debugging compared to actual failure data (DS1).

Thus, we obtain

(40)

and

(41)

That is,

(42)

Therefore,

(43)

APPENDIX B

Fitting a proposed model to actual fault data involves esti-
mating the model parameters from the real test data sets. Here

we employ the method of MLE to estimate the parameters ,
and [1], [2]. All parameters of different TEF can be estimated
by the method of MLE. For example, suppose that , and are
determined for the observed data pairs:

Then the likelihood function for the parameters , and in the
NHPP model with in (9) is given by

(44)

where for .
Taking the natural logarithm of the likelihood function in

(44), we have

(45)
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From (9), we know that
. Thus,

(46)

Consequently, the maximum likelihood estimates of , and
can be obtained by solving

(47)

Therefore, we obtain

(48)

and (49) at the bottom of the page. Therefore, , and can be
solved by numerical methods.

Similarly, for the delayed S-Shaped model with logistic TEF,
we can get

(50)

and (51) at the bottom of the page.
Finally, if the sample size of is sufficiently large,

then the maximum-likelihood estimates , and of the SRGM’s
parameters , and asymptotically follow a bivariate -normal
(BVN) distribution [13], [15], [16], [22]

(52)

The mean values of , and are the true values of , and , re-
spectively; and the variance-covariance matrix is given by the
inverse matrix of the Fisher information matrix [50]. The Fisher
information matrix for the two-parameter NHPP model (i.e.,

, and ) can be derived from as

(53)

Applying , and to the above equation, and calculating ,
the large sample asymptotic variance-covariance matrix is
given by

(54)

The variance-covariance matrix is useful in quantifying the
variability of the estimated parameters. The two-sided approxi-
mate confidence limits for , and can then be obtained
in a standard way [13], [37], [50]. For example, the two-sided
approximate 100\alpha% confidence limits for the parameters

, and are

(55)

(56)

(57)

and

(58)

where is the quartile of the standard -normal
distribution.
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