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Abstract—In this paper, we study the impact of software testing effort & efficiency on the modeling of software reliability, including the cost for optimal release time. This paper presents two important issues in software reliability modeling & software reliability economics: testing effort, and efficiency. First, we propose a generalized logistic testing-effort function that enjoys the advantage of relating work profile more directly to the natural flow of software development, and can be used to describe the possible testing-effort patterns. Furthermore, we incorporate the generalized logistic testing-effort function into software reliability modeling, and evaluate its fault-prediction capability through several numerical experiments based on real data. Secondly, we address the effects of new testing techniques or tools for increasing the efficiency of software testing. Based on the proposed software reliability model, we present a software cost model to reflect the effectiveness of introducing new technologies. Numerical examples & related data analyses are presented in detail. From the experimental results, we obtain a software economic policy which provides a comprehensive analysis of software based on cost & test efficiency. Moreover, the policy can also help project managers determine when to stop testing for market release at the right time.

Index Terms—Non-homogenous Poisson process, optimal release time, software cost model, software reliability, testing-effort.

Acronyms

- NHPP: nonhomogeneous Poisson process
- MLE: maximum likelihood estimation
- LSE: least squares estimation
- SRGM: software reliability growth model

Notation

- $m(t)$: mean value function, i.e., the expected number of software failures by time $t$
- $m_k$: cumulative number of detected faults in a given time interval $(0, t_k]$
- $w(t)$: current testing-effort estimated by a logistic testing-effort function
- $W(t)$: cumulative testing-effort estimated by a logistic testing-effort function
- $w_K(t)$: current testing-effort estimated by a generalized logistic testing-effort function
- $W_K(t)$: cumulative testing-effort estimated by a generalized logistic testing-effort function
- $W_k$: cumulative testing-effort actually consumed in time $(0, t_k]$
- $a$: expected number of initial faults
- $M_a$: actual cumulative number of detected faults after the test
- $r$: fault detection rate per unit testing-effort
- $N$: total amount of testing-effort eventually consumed
- $\alpha$: consumption rate of testing-effort expenditures in the logistic testing-effort function
- $A$: constant parameter in the logistic testing-effort function
- $\kappa$: structuring index whose value is larger for better structured software development efforts
- $P$: additional fraction of faults detected during testing software life-cycle length
- $T_{LC}$: start time of adopting new techniques/methods.
- $T_S$: cost of correcting an error during testing
- $C_1$: cost of correcting an error during operation, $C_2 > C_1$
- $C_3$: cost of testing per unit testing-effort expenditures
- $C_0(t)$: cost function for acquiring or developing the automated test tools or new techniques
- $C_{0\perp}$: nonnegative real number that indicates the basic cost of adopting new tools or techniques
- $C_0$: unit new-added test cost

I. INTRODUCTION

As computer applications permeate our daily life, reliability becomes a very important characteristic of the computer systems. Software reliability is consequently one of the most important features for a critical software system. According to the ANSI definition [1], software reliability is defined as the probability of failure-free software operation for a specified period of time under a specified environment. In practice, it is very difficult for the project managers to measure software reliability & quality. Since the early 1970s, a number of Software Reliability Growth Models (SRGM) have been proposed for the estimation of reliability growth of products during software development (SD) processes [1]–[3]. Among these models, Goel and Okumoto [1] used a NHPP as the stochastic process to describe the fault process. Yamada et al. [4]–[6] modified the Goel-Okokumoto model, and incorporated the concept of testing-effort (TE) into an NHPP model to get a better description of the software fault phenomenon. Recently, we [7]–[11] proposed a
new SRGM with a logistic testing-effort function (TEF). A logistic TEF is a software development & test effort curve with a good predictive capability.

In this paper, we generalize the logistic TEF. The generalized logistic TEF has the advantage of relating a work profile more directly to the natural structure of the SD. Thus, it can be used to pertinently describe the resource consumption during the SD process, and provides a significant improvement in modeling the distribution of TE expenditures. We will show that the proposed model is easy to use, implement, and interpret; and it works quite well in the testing stage.

The more software tests we run, the more confidence we obtain in the measured software reliability. Unfortunately, testing with ineffective or redundant test cases may lead to excessive cost. To avoid this phenomenon, we need to know when to stop testing [12]. One alternative is to restrict the test data such that testing will stop when the odds of detecting additional faults (estimated by SRGM) are very low. But this may not be realistic because testers typically want to test for all possible failures. It was shown that we could get the optimal software release time based on a cost criterion when minimizing the total expected cost [1], [6]. Recently, many papers have discussed the optimal software release time problem considering cost & reliability [10], [11], [13]–[16].

To detect additional faults during the testing phase, new automated test tools or methods to create tests & eliminate redundant test cases may be employed. As time progresses, they can detect additional faults, which reduces the expenses of correcting faults during the operational phase [17], [18]. These approaches have improved software testing & productivity recently, allowing project managers to improve software reliability. We will further discuss the optimal release problem considering cost, TE, and efficiency. That is, based on the proposed SRGM with logistic TEF, we present a software cost model to incorporate the effectiveness of introducing new technologies. The methods we propose can help the software test engineers & software quality assurance engineers in deciding when the software is likely to be of adequate quality for release.

The paper is organized as follows. Section II gives an SRGM with generalized logistic TEF. Some numerical examples are illustrated in Section III. Finally, Section IV introduces the concept of testing efficiency factor obtained by new test tools or techniques during testing, as well as the associated optimal software release problem.

II. SOFTWARE RELIABILITY MODELING, AND TESTING-EFFORT FUNCTION

In this section, we propose a set of generalized software reliability growth models incorporating TEF. The mathematical relationship between reliability models & TE expenditures is also described. In addition, numerical results are given to illustrate the advantages of this new approach.

A. Review of SRGM With Logistic TEF

A basic SRGM is based on the assumptions:

1) The fault removal process follows a NHPP.

2) The software system is subject to failures at random times caused by the manifestation of remaining faults in the system.

3) The mean number of faults detected in the time interval \( (t, t+\Delta t) \) by the current TE expenditures is proportional to the mean number of remaining faults in the system.

4) The proportionality constant is homogeneous with respect to time (i.e., it does not change with time).

5) The time-dependent behavior of TE can be modeled by a logistic distribution.

6) Each time a failure occurs, the fault that caused it is immediately & correctly removed. Besides, no new faults are introduced.

7) Correction of errors takes only negligible time, and a detected error is removed with certainty.

Therefore, we first describe the SRGM based on TEF as follow [8]–[11]:

\[
\frac{dm(t)}{dt} + \frac{1}{w(t)} = r \times [a - m(t)].
\]

(1)

Note that (1) includes two components which influence the number of faults detected: the TE function \( w(t) \), and the fault detection rate \( r \). Solving the above differential equation with the boundary condition \( m(t) = 0 \), we have

\[
m(t) = a \left(1 - \exp\left[-r(W(t) - W(0))\right]\right)
\]

\[
= a \left(1 - \exp\left[-rW^*(t)\right]\right).
\]

(2)

Equation (2) is an NHPP model with mean value function (MVF) considering the TE consumption. It is noted that \( W(t) \) represents the cumulative TE consumption (such as CPU time, volume of test cases, human power, and so on) at time \( t \) during the testing phase. The consumed TE can indicate how effectively the faults are detected in the software. Therefore, this function plays an important role in modeling software reliability, and it can be described by different distributions. From the past studies in [4]–[6], [19], several TE expressions, such as Exponential, Rayleigh, and Weibull-type curves, etc, can be applied.

Recently, we [7]–[9] proposed a logistic TEF to describe the possible TE patterns, in which the current TE consumption is expressed as

\[
w(t) = \frac{N\alpha \exp[-\alpha t]}{(1 + A \exp[-\alpha t])^2} = \frac{N\alpha}{\left(\exp\left[\frac{\alpha t}{2}\right] + A \exp\left[-\frac{\alpha t}{2}\right]\right)^2}.
\]

(3)

Because

\[
W(t) = \int_0^t w(\tau)d\tau
\]

(4)

we obtain

\[
W(t) = \frac{N}{1 + A \exp[-\alpha t]}.
\]

(5)
The current TE $w(t)$ reaches its maximum value at time $[7]$, $[8]$

$$t_{\text{max}} = \frac{1}{\alpha} \ln A.$$  \hspace{1cm} (6)

B. A New Generalized Logistic TEF

From previous studies $[7]$, $[8]$, we know that the logistic TEF (i.e. the Parr model $[20]$) can be used to describe the work profile of SD. In addition, this function can be used to consider & evaluate the effects of possible improvements on SD methodology, such as top-down design, or stepwise refinement. DeMarco $[21]$ also reported that this function was found to be fairly accurate by the Yourdon 1978–1980 project survey. If we relax some assumptions in the original Parr model, and take into account the structured SD effort, we obtain a generalized logistic TEF as

$$W_k(t) = N \times \left( \frac{(\kappa+1)}{\beta} \frac{1}{1 + A \exp[-\alpha t]} \right)^{\frac{1}{\beta}}.$$  \hspace{1cm} (7)

When $\kappa = 1$, the above equation becomes

$$W_1(t) = \frac{N}{1 + A \exp[-\alpha t]} \times \frac{2}{\beta^3}.$$  \hspace{1cm} (8)

If $\beta$ is viewed as a normalized constant, and $\beta = 2$, the above equation is reduced to (5). Similarly, if $\kappa = 2$, we have

$$W_2(t) = \frac{N}{\sqrt{1 + A \exp[-2\alpha t]}} \sqrt{\frac{3}{\beta}}.$$  \hspace{1cm} (9)

Note if we set $\beta = \kappa + 1$, we get:

$$W_k(t) = \frac{N}{\sqrt[\kappa]{1 + A \exp[-\alpha t]}}.$$  \hspace{1cm} (10)

and

$$w_k(t) \equiv \frac{dW_k(t)}{dt} = \alpha N A \left( \exp \left[ \alpha \frac{t}{\kappa+1} \right] + A \exp \left[ -\alpha \frac{t}{\kappa+1} \right] \right)^{-\frac{1}{\kappa}}.$$  \hspace{1cm} (11)

In this case, the current TE $w_k(t)$ reaches its maximum value at time

$$t_{\text{max}} = \frac{\ln A}{\alpha \kappa}.$$  \hspace{1cm} (12)

Furthermore, an SRGM with a generalized logistic TEF can be described as

$$m(t) = a \left( 1 - \exp \left[ -r (W_k(t) - W_k(0)) \right] \right)$$

$$= a \left( 1 - \exp \left[ -r W_k^*(t) \right] \right).$$  \hspace{1cm} (13)

III. EXPERIMENTAL STUDIES, AND RESULTS

A. Descriptions of Real Data Sets

In this section, we evaluate the performance of SRGM with generalized logistic TEF by using two sets of software failure data. The first set of real data is from a study by $[22]$. The system is a PL/I database application software consisting of approximately 1317 000 lines of code. During nineteen weeks, 47.65 CPU hours were consumed, and 328 software faults were removed. The total cumulative number of detected faults after a long time of testing is 358 $[23]$. The second data set in this paper is the System T1 data of the Rome Air Development Center (RADC) projects in $[2]$, $[3]$. The system T1 is used for a real-time command & control application. In this case, the size of the software is approximately 21 700 object instructions. It took twenty-one weeks, and nine programmers to complete the test. During the test phase, about 25.3 CPU hours were consumed, and 136 software faults were removed. The number of faults removed after 3.5 years of test is 188 $[23]$.

B. Comparison Criteria

Two criteria are used for model comparisons:


$$\frac{|M_a - a|}{M_a}.$$  \hspace{1cm} (14)

For practical purposes, $M_a$ is obtained from software fault tracking after software testing.

2) Long-term predictions: the Mean Square Error (MSE) is defined as $[8]$, $[9]$, $[24]$

$$\frac{1}{n} \sum_{i=1}^{n} [m(t_i) - m_i]^2.$$  \hspace{1cm} (15)

In our quantitative comparisons, we use MSE because we believe that it is easier to understand. A smaller MSE indicates a smaller fitting error, and better overall performance.

Besides, to check the performance of the generalized logistic TEF, and to make a fair comparison with other TEF we also select some comparison criteria $[25]$, $[28]$:

- Prediction Error

$$\text{PE} = \frac{\text{Actual(Observed)} - \text{Estimated}}{\text{Estimated}}.$$  \hspace{1cm} (16)

- Variation

$$\text{Variation} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\text{PE}_i - \text{Bias})^2}/(n-1).$$  \hspace{1cm} (17)

- Bias

$$\text{Bias} = \sum_{i=1}^{n} \text{PE}_i/n.$$  \hspace{1cm} (18)

- Magnitude of Relative Error (MRE)

$$\text{MRE} = \left| \frac{M_{\text{estimated}} - M_{\text{actual}}}{M_{\text{actual}}} \right|.$$  \hspace{1cm} (19)

C. Estimation of Model Parameters by Least Square Method

To validate the proposed SRGM with a generalized logistic TEF in (13), experiments on two real test data sets have been performed. Two popular estimation techniques are MLE, and LSE $[2]$. The maximum likelihood technique estimates parameters by solving a set of simultaneous equations. However, the equation sets may be very complex, and usually must be solved numerically. The method of least squares minimizes the sum of squares of the deviations between what we actually observe, and what we expect. Therefore, we decided to fit the logistic TEF, and the proposed model directly with the above two data sets, using the least sum of squares criterion to give a "best fit". Here we can easily use MSE to judge the performance of the models.
The parameters \( N, A, \alpha, \) and \( \kappa \) of the generalized logistic TEF in (10); and the parameters \( \alpha, r \) given in (13) can be estimated by the method of least squares. For the method of least square sum, the evaluation formula \( S1(N, A, \alpha, \kappa) \), and \( S2(\alpha, r) \) are as:

\[
\text{Minimize } S1(N, A, \alpha, \kappa) = \sum_{k=1}^{n} [W_k - W_n(t_k)]^2 \tag{16}
\]

\[
\text{Minimize } S2(\alpha, r) = \sum_{k=1}^{n} [m_k - m(t_k)]^2 \tag{17}
\]

Differentiating \( S1(S2) \) with respect to \( N, A, \alpha, \) and \( r \) respectively, setting the partial derivatives to zero, and rearranging these terms, we can solve this type of nonlinear least square problems. For a simple illustration, we only consider the generalized logistic TEF with \( \kappa = 1 \), i.e., (5).

Take the partial derivatives of \( S1 \) with respect to \( N, A, \) and \( \alpha \); we get:

\[
\frac{\partial S1}{\partial N} = \sum_{k=1}^{n} 2 \left( W_k - \frac{N}{1 + A \exp[-\alpha t]} \right) \frac{1}{1 + A \exp[-\alpha t]} = 0. \tag{18}
\]

Thus, the least squares estimator \( N \) is given by solving the above equation, yielding

\[
N = \frac{\sum_{k=1}^{n} 2 \left( W_k \right) \left( 1 + A \exp[-\alpha t] \right)}{\sum_{k=1}^{n} 2 \left( 1 + A \exp[-\alpha t] \right)^2}. \tag{19}
\]

Next, we have

\[
\frac{\partial S1}{\partial A} = \sum_{k=1}^{n} 2 \left( W_k - \frac{N}{1 + A \exp[-\alpha t]} \right) \frac{N \alpha t \exp[-\alpha t]}{(1 + A \exp[-\alpha t])^2} = 0. \tag{20}
\]

and

\[
\frac{\partial S1}{\partial \alpha} = \sum_{k=1}^{n} 2 \left( W_k - \frac{N}{1 + A \exp[-\alpha t]} \right) \frac{N A t \exp[-\alpha t]}{(1 + A \exp[-\alpha t])^2} = 0. \tag{21}
\]

The other parameters \( A, \alpha \) can also be obtained by substituting the least squares estimator \( N \) into the above two equations.

D. Model Comparison With Real Applications

In this section, we test the predictive power of the proposed model & other existing SRGM using two sets of software failure data.

1) DS 1: For the first data set, LSE is used to estimate the parameters of (10) & (13). The estimated parameter values of the generalized logistic TEF are listed in Table I(a) for various values of \( \kappa \). The proposed model estimates \( \kappa = 2.63326 \) for this data set. The computed bias, Variation, MRE, and \( PE_{end_of_testing} \) for the generalized logistic TEF; and the Weibull-type TEF are listed in Table I(b). Fig. 1(a) graphically illustrates the fitting of the estimated testing effort by using (5), Weibull, Rayleigh, and exponential functions. Besides, Fig. 1(b) depicts the fit of the estimated current TE by using

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>( N )</th>
<th>( A )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54.8364</td>
<td>13.0334</td>
<td>0.2263</td>
</tr>
<tr>
<td>1.5</td>
<td>52.0072</td>
<td>40.6042</td>
<td>1.8888</td>
</tr>
<tr>
<td>2</td>
<td>50.2178</td>
<td>115.228</td>
<td>1.7000</td>
</tr>
<tr>
<td>2.63326</td>
<td>48.7768</td>
<td>429.673</td>
<td>1.5800</td>
</tr>
<tr>
<td>3.5</td>
<td>48.1693</td>
<td>2188.22</td>
<td>1.4442</td>
</tr>
<tr>
<td>4</td>
<td>47.8507</td>
<td>5709.29</td>
<td>1.3999</td>
</tr>
</tbody>
</table>

(10) with different values of \( \kappa \). This shows that the peak work rate occurs when about half of the work on the project has been done. This phenomenon suggests that, in a well-structured SD environment, the slope of the TE consumption curve may grow slowly initially, but a compensating reduction will happen later. Fig. 1(c) graphically illustrates the comparisons between the observed data, and the data estimated by the proposed model. Table I(c) shows the estimated values of parameters \( \alpha, r \) which minimize MSE for different SRGM. The comparison criterion AE is also listed. From Tables I(b), (c), and Fig. 1(c), we can see that the proposed model achieves a better goodness-of-fit than other SRGM.

2) DS 2: Similarly, the LSE is also applied to estimate the parameters of (10) & (13). The estimated parameter values of the generalized logistic TEF are listed in Table II(a). The proposed model estimates \( \kappa = 1.27171 \) for this data set. Additionally, other possible values of \( \kappa \) are listed in Table II(a). The computed bias, Variation, MRE, and \( PE_{end_of_testing} \) for the generalized logistic, Rayleigh, and exponential TEF are illustrated in Table II(b). Fig. 2(a) graphically illustrates the fitting of the estimated TE by using (5), Rayleigh, and exponential functions. Fig. 2(b) depicts the fit of the estimated current TE by using different TEF, and Fig. 2(c) graphically shows the
comparisons between our models with respect to the observed data. Besides, Table II(c) shows the estimated values of parameters by using different SRGM, and the comparison criteria AE & MSE. As seen from Table II(c), our proposed models have much lower MSE than their competitors. Finally, because a good SRGM should be able to predict the behavior of future failures well, Fig. 2(d) shows a $t$-plot analysis of predictions from the selected models on DS2 [1]. It is obvious that the $t$-plot of the proposed model is close to the line of unit slope. Altogether, the proposed model provides a more accurate description of resource consumption during the SD phase, and gives a better data fit for this data set.

IV. OPTIMAL SOFTWARE RELEASE POLICIES

Software reliability growth models can capture the quantitative aspects of the software testing process, and be used to provide a reasonable software release time. During the software testing phase, the developers can use the SRGM to determine when to stop testing. If the reliability goal is achieved, the software product is ready for release. Several approaches can be applied. For example, we can control the modified consumption rate of TE expenditures, and detect more faults in a prescribed time interval [5], [8]. In addition to controlling the TE expenditures, we can achieve a given operational quality at a specified time by introducing new automated testing tools & techniques to find those faults not easily exposed during the earlier manual testing phase [17], [18]. In the following, based on the proposed SRGM, constructive rules are developed for determining optimal software release time.

A. Optimal Software Release Time Problem

To shift the software from the testing phase to the operational phase, theoretical determination of the release time of software is a very important problem in terms of economics. In recent years, the problem of optimal software release time has been analyzed & discussed by many papers [6], [9]–[16], [29]–[35]. The release time problem is associated with the cost of a software system. Okumoto and Goel [29] first discussed the optimal software release policy from the cost-benefit viewpoint. The total cost of TE expenditures at time $T$, $C_1(T)$, can be expressed as [36]

$$C_1(T) = C_1m(T) + C_2[m(T_1C) - m(T)] + C_3 \int_0^T w_k(t) dt \quad (22)$$

where $C_1$ is the cost of correcting an error during testing, $C_2$ is the cost of correcting an error during operation, and $C_3$ is the cost of testing per unit TE expenditures. From the work by Boehm [37], [38], we know $C_2$ is usually an order of magnitude greater than $C_1$. 

<table>
<thead>
<tr>
<th>Table II</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Parameters of Generalized Logistic TEF for the Second Dataset</td>
</tr>
<tr>
<td>(b) Comparison Results for Different TEF Based on the Second Dataset</td>
</tr>
<tr>
<td>(c) Comparison Results for the Second Dataset</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$N$</th>
<th>$A$</th>
<th>$\alpha$</th>
<th>$\text{PE}_{END}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29.1095</td>
<td>4624.89</td>
<td>0.4935</td>
<td></td>
</tr>
<tr>
<td>1.2717</td>
<td>28.153</td>
<td>20903.9</td>
<td>0.4447</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>28.1513</td>
<td>45843.8</td>
<td>0.3974</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>28.1438</td>
<td>260550</td>
<td>0.3330</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>28.0464</td>
<td>3784150</td>
<td>0.2572</td>
<td></td>
</tr>
</tbody>
</table>
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Practically, to detect additional faults during testing, the test engineers may use new automated tools or techniques. The cost trade-off of these new tools & techniques, therefore, should be considered in the software cost model, including their expenditures & benefits. To study the effect of improving test efficiency on the software cost, a software cost model should take account of TE & test efficiency. Consequently, the overall software cost model can be re-formulated as

\[
C2(T) = C0(T) + C1(1 + P)m(T) + C2\left( m(T) - (1 + P)m(T) \right) + C3 \int_0^T w_e(t) dt
\]

where \(C0(T)\) is the cost function for developing & acquiring the automated test tools or new techniques that can detect an additional fraction \(P\) of faults during testing. That is, if \(P\) is to be increased, it is expected that the extra costs are needed to engage more experienced testers, or introduce more advanced testing tools.

We note that the cost for developing & acquiring new tools or techniques, \(C0(T)\), does not have to be a constant during the testing. The testing cost for \(C0(T)\) can be parameterized & estimated from actual data. Furthermore, \(C0(T)\) may have different forms as time progresses, which depends on the characteristics of a tool’s performance, TE expenditures, effectiveness, and so on. Consequently, we can try to formulate this cost function as a linear function, or a nonlinear function. In general, the longer the software is tested, the more the testing cost \(C0(T)\). Under the cost-benefit considerations, the automated tools or techniques will be preferred if

\[
C1(T) - C2(T) \geq 0,
\]

From (13), we know

\[
C1m(T) + C2\left( m(T) - (1 + P)m(T) \right) + C3 \int_0^T w_e(t) dt - C0(T) - C1(1 + P)m(T)
\]

\[
= C2\left( m(T) - (1 + P)m(T) \right) - C3 \int_0^T w_e(t) dt \geq 0.
\]

Rearranging the above equation, we obtain

\[
C0(T) \leq P \times m(T) \times (C2 - C1).
\]

Equation (26) is used to decide whether the new automated tools or methods are effective or not. If \(C0(T)\) is low enough, or if the new methods are effective in detecting additional faults, this investment is worthwhile. Usually, appropriate automated tools or techniques are selected depending on how thoroughly failure data are collected, and faults are categorized [30], [31]. Sometimes incorporating new automated tools & techniques into a SD process may introduce excessive cost, i.e., \(C1(T) - C2(T) < 0\). However, if these tools & techniques can really
shorten the testing period under the same software reliability requirements, they are valuable.

By differentiating (23) with respect to the time $T$, we have

$$\frac{d}{dT} C_2(T) = \frac{d}{dT} C_0(T) + C_1 \frac{d}{dT} ((1 + P)m(T)) - C_2 \frac{d}{dT} ((1 + P)m(T)) + C_3 u_k(T)$$

If we let (27) be equal to zero, we can get a finite & unique solution $T_0$ for the optimal software release time problem based on the new cost criterion. From (27), if we let $C_1(1 + P) = C_1^*$, and $C_2(1 + P) = C_2^*$, then we have

$$\frac{d}{dT} C_2(T) = \frac{d}{dT} C_0(T) + C_1^* \frac{d}{dT} m(t) - C_2^* \frac{d}{dT} m(T) + C_3 u_k(T).$$ \hspace{1cm} (28)

If the MVF is given in (13), we obtain

$$\frac{d}{dT} C_2(T) = \frac{d}{dT} C_0(T) + C_1^* \alpha u_k(T) \exp \left[ - r W_k^*(T) \right] - C_2^* \alpha u(T) \exp \left[ - r W_k^*(T) \right] + C_3 u_k(T).$$ \hspace{1cm} (29)

Without loss of generality, we consider several possibilities for $C_0(T)$ in order to interpret the possible cost overheads:

1) $C_0(T)$ is a constant. For some small projects, it is just enough for the project managers to purchase only common types of automated tools, if they want to detect more faults. Therefore, the extra cost is almost fixed. On the other hand, some companies may need to create their own test tools due to certain project requirements. Sometimes creating these tools is not expensive because they need to hire some engineers, or consider outsourcing [39].

2) $C_0(T)$ is linearly related to the TE expenditures. Just as mentioned above, it is enough for the project managers to simply purchase general automated tools if they want to detect more faults, and the scale of the projects is not very large. Sometimes test tool vendors offer various types of support, such as software upgrades, patches, or maintenance supports, etc. with different fees [39]. Therefore, the cost of introducing these test tools may not be constant, and it can be linearly increasing in part of the total software cost.

3) $C_0(T)$ is exponentially related to the TE expenditures. Due to the complexity of the software, it may not be easy for test engineers to detect additional faults if they only purchase general tools or equipment. Special software applications, such as distributed systems, enormous relational databases, and embedded software, are more difficult to comprehend for test engineers without related experience. Hence, introducing more advanced or new tools into companies may lead to the exponential growth in software development cost. These necessary automated tools or new techniques are expensive ways to detect more faults. For larger projects or on-going long-term projects, they are critical, and sometimes inevitable. Besides, in some cases, exponential increases in the volume of test cases are needed in order to satisfy some criterion during testing. Thus $C_0(T)$ is exponentially related to the TE expenditures.

**Theorem 1:** Assume $C_0(T) = C_0$ (constant), $C_1 > 0$, $C_1 > 0$, $C_2 > 0$, $C_3 > 0$, $C_2 > C_1^*$; then we have

- case 1) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] > C_0$, and $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_3$, then there exists a finite, unique solution $T_0 = (1/\alpha) \times \ln(\alpha \Theta^k / N^k - \Theta^k)$, satisfying $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] = C_3$, and the optimal software release time is $T^* = T_0$,.

- case 2) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_3$, then $T^* = T_{\text{LC}}$.

- case 3) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] > C_0$, then $T^* = T_{\text{LC}}$.

**Proof:** If $C_0(T)$ is a constant; that is, $C_0(T) = C_0$, $T < T_0$; $C_0(T) = 0$, $T > T_0$. Taking the first derivative of (23) with respect to the time $T$, we obtain

$$\frac{d}{dT} C_2(T) = u_k(T) \times \left[ - (C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] + C_3 \right].$$ \hspace{1cm} (30)

Because $u_k(T) > 0$ for $0 < T < \infty$, $H(T) = 0$ if

$$(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] = C_3.$$ \hspace{1cm} (31)

The left-hand side of (31) is a monotonically decreasing function of $T$. There are three cases:

1) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] > C_3$, and $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_3$, there exists a finite, unique solution $T_0$ satisfying (31),

$$T_0 = \frac{1}{\alpha} \times \ln \left( \frac{\alpha \Theta^k}{N^k - \Theta^k} \right) \text{ minimizes } C_2(T),$$ \hspace{1cm} (32)

where $\Theta = (1/\alpha) \times \ln(\alpha \Theta^k / N^k - \Theta^k)$ because $H(T) < 0$ for $T > T_0$, $T < T_0$, and $H(T) > 0$ for $0 < T < T_{\text{LC}}$.

2) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] \leq C_3$, then $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_3$ for $T_s < T < T_{\text{LC}}$. Therefore, the optimal software release time $T^* = T_s$ because $H(T) > 0$ for $T_s < T < T_{\text{LC}}$.

3) If $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] \geq C_3$, then $(C_2^* - C_1^*) \alpha \exp \left[ - r W_k^*(T) \right] > C_3$ for $T_s < T < T_{\text{LC}}$. Therefore, the optimal software release time $T^* = T_{\text{LC}}$ because $H(T) < 0$ for $T_s < T < T_{\text{LC}}$.

The following theorems can be obtained & proved in a similar manner.

**Theorem 2:** Assume $C_0(T) = C_{01} + C_{02} \int_{T_0}^{T} u_k(t) dt$. $C_{01} > 0$, $C_{02} > 0$, $C_{01} > 0$, $C_{02} > 0$, $C_{01} > C_{02}^*$; then we have

- case 1) If $(C_2^* - C_{02}^*) \alpha \exp \left[ - r W_k^*(T) \right] > C_{01} + C_{02}^*$, and $(C_2^* - C_{02}^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_{01} + C_{02}^*$, then there exists a finite, unique solution $T_0 = (1/\alpha) \times \ln(\alpha \Theta^k / N^k - \Theta^k)$, with $\Theta = (1/\alpha) \times \ln(\alpha \Theta^k / N^k - \Theta^k) + (N/ \sqrt{1 + A})$, satisfying $(C_2^* - C_{02}^*) \alpha \exp \left[ - r W_k^*(T) \right] = C_{01} + C_{02}^*$, and the optimal software release time is $T^* = T_0$.

- case 2) If $(C_2^* - C_{02}^*) \alpha \exp \left[ - r W_k^*(T) \right] < C_{01} + C_{02}^*$, then $T^* = T_{\text{LC}}$. 


case 3) If \((C_2^* - C_1^*)ar\exp[-rW_r^*(T_{LC})] > C_3 + C_0\), then 
\(T^* = T_{LC}\).

**Theorem 3:** Assume \(C_0(T) = C_{01} + (C_0 \int_{T_{s}}^{T_{s}} w_k(t)dt)^m\), 
\(C_{01} > 0, C_0 > 0, C_1 > 0, C_2 > 0, C_3 > 0, C_4 > C_1\); then we have

case 1) If \((C_2^* - C_1^*)ar\exp[-rW^*_p(T_{s})] > C_3\), and 
\([C_2^* - C_1^*]ar\exp[-rW^*_p(T_{LC})] - C_{0m}(C_0 \int_{T_{s}}^{T_{LC}} w_k(t)dt)^m - 1 < C_3\), then there exists a finite, unique solution \(T_0\) satisfying 
\([C_2^* - C_1^*]ar\exp[-rW^*_p(T_{s})] - C_{0m}(C_0 \int_{T_{s}}^{T_{LC}} w_k(t)dt)^m - 1 = C_3\), and the optimal software release time is 
\(T^* = T_0\).

case 2) If \((C_2^* - C_1^*)ar\exp[-rW^*_p(T_{s})] < C_3\), then 
\(T^* = T_{s}\).

case 3) If 
\([C_2^* - C_1^*]ar\exp[-rW^*_p(T_{LC})] < C_3\), then 
\(T^* = T_{LC}\).

**Theorem 4:** Assume \(C_0(T) = C_{01} + C_0 \times (\int_{T_{s}}^{T_{s}} w_k(t)dt)^m\), 
\(C_{01} > 0, C_0 > 0, C_1 > 0, C_2 > 0, C_3 > 0, C_4 > C_1\); then we have

case 1) If \((C_2^* - C_1^*)ar\exp[-rW^*_p(T_{s})] > C_3\), and 
\([ar(C_2^* - C_1^*)]ar\exp[-rW^*_p(T_{LC})] - C_{0m}(C_0 \int_{T_{s}}^{T_{LC}} w_k(t)dt)^m - 1 < C_3\), then there is a finite, unique solution \(T_0\) satisfying 
\([ar(C_2^* - C_1^*)]ar\exp[-rW^*_p(T_{s})] - C_{0m}(C_0 \int_{T_{s}}^{T_{LC}} w_k(t)dt)^m - 1 = C_3\), and the optimal software release time is 
\(T^* = T_0\).

case 2) If \((C_2^* - C_1^*)ar\exp[-rW^*_p(T_{s})] < C_3\), then 
\(T^* = T_{s}\).

case 3) If 
\([ar(C_2^* - C_1^*)]ar\exp[-rW^*_p(T_{LC})] < C_3\), then 
\(T^* = T_{LC}\).

**B. Numerical Examples**

We have considered several different cases of minimizing the software cost in which the new automated tools & techniques are introduced during testing. As an illustration, we choose (10) (i.e., the generalized logistic TEF) as the TE function. In addition to the estimated parameters for the first data set, we further assume \(C_{01} = $1000\), \(C_1 = $10\) per error, \(C_2 = $50\) per error, 
\(C_3 = $100\) per unit TE expenditures, and \(T_{LC} = 100\) weeks. Due to the limitation of space, we here only consider the following two types of cost function \(C_0(T)\). Similar conclusions are also obtained from the other cost functions. The selected cases are:

(i) \(C_0(T) = C_{01} + C_0 \times \int_{T_{s}}^{T_{s}} w_k(t)dt)^m\),
(ii) \(C_0(T) = C_{01} + C_0 \times (\exp[m \int_{T_{s}}^{T_{s}} w_k(t)dt] - 1)\).

First, suppose \(C_0 = $10\), \(T_s = 19\), and \(m = 1\); thus 
\(C_0(T) = 1000 + 10 \times \int_{T_{s}}^{T_{s}} w_k(t)dt\). Applying Theorem 2, the relationship of the optimal release time & \(P\) is given in Table III. From Table III, we see that if the value of \(P\) is large, the optimal release time is larger, and the total expected software cost is smaller. This indicates that when we have better testing performance, we can detect more latent faults through additional techniques & methods. Compared with (22) where \(T^* = 24.2828\), 
\(C_1(T^*) = 4719.66\), we can see that in Table III, almost the same optimal release time is achieved when \(P = 0.10\) (i.e., 
\(T^* = 24.2839\); then \(C_2(T^*) = 4130.91\). This means that the 
\(C_2(T)\) is smaller than \(C_1(T)\) with the equal optimal release time; that is, the assumption \(C_1(T) - C_2(T) \geq 0\) is satisfied. Besides, the reliability is increased from 0.89 to 0.98 (here the reliability is defined as \(R(t) = m(t)/n\)). Similarly, the relationship of the optimal release time with various \(P\) values based on another cost function \(C_0(T) = 1000 + 5 \times (\exp[1.2 \times \int_{T_{s}}^{T_{s}} w_k(t)dt] - 1)\) is also shown in Table IV.

From the examples illustrated in Tables III and IV, we can conclude the following facts:

1) When \(P\) is relatively small (such as 0.01, 0.02, 0.03, \ldots, to 0.06), the total expected cost is larger than the expected value of (22): 
\(C_1(T^*) = 4719.66\). This is due to the basic cost of adopting new automated techniques or tools.
2) As \(P\) increases, the optimal release time \(T^*\) increases, but the total expected software cost decreases. This is because we can detect more faults, and reduce the cost of correcting faults during the operational phase.
3) Under the same \(P\) value, and with different cost functions, the larger the cost function, the smaller the optimal release time.
The above analyses will greatly aid software personnel in choosing the best software economic policy based on cost, testing-effort, and test efficiency.

REFERENCES


Michael R. Lyu received the B.S. (1981) in electrical engineering from the National Taiwan University; the M.S. (1985) in computer engineering from the University of California, Santa Barbara; and the Ph.D. (1988) in computer science from the University of California, Los Angeles. He is a Professor in the Computer Science and Engineering Department of the Chinese University of Hong Kong. He worked at the Jet Propulsion Laboratory, Bellcore, and Bell Labs; and taught at the University of Iowa. His research interests include software reliability engineering, software fault tolerance, distributed systems, image and video processing, multimedia technologies, and mobile networks. He has published over 200 papers in these areas. He has participated in more than 30 industrial projects, and helped to develop many commercial systems & software tools. Professor Lyu was frequently invited as a keynote or tutorial speaker to conferences & workshops in U.S., Europe, and Asia. He initiated the International Symposium on Software Reliability Engineering (ISSRE), and was Program Chair for ISSRE 1996, Program Co-Chair for WWW10 & SRDS 2005, and General Chair for ISSRE 2001 & PRDC 2005. He also received Best Paper Awards in ISSRE 98, and in ISSRE 2003. He is the editor-in-chief for two book volumes: Software Fault Tolerance (Wiley, 1995), and the Handbook of Software Reliability Engineering (IEEE & McGraw-Hill, 1996). He has been an Associate Editor of IEEE TRANSACTIONS ON RELIABILITY, IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, and Journal of Information Science and Engineering. Professor Lyu is an IEEE Fellow.

Chin-Yu Huang is currently an Assistant Professor in the Department of Computer Science at National Tsing Hua University, Hsinchu, Taiwan. He received the MS (1994), and the Ph.D. (2000) in Electrical Engineering from National Taiwan University, Taipei. He was with the Bank of Taiwan from 1994 to 1999, and was a senior software engineer at Taiwan Semiconductor Manufacturing Company from 1999 to 2000. Before joining NTHU in 2003, he was a division chief of the Central Bank of China, Taipei. His research interests are software reliability engineering, software testing, software metrics, software testability, fault tree analysis, and system safety assessment, etc. He is a member of IEEE.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on February 11,2021 at 08:55:21 UTC from IEEE Xplore. Restrictions apply.