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Abstract

The significant breakthroughs of Medical
Multi-Modal Large Language Models (Med-
MLLMs) renovate modern healthcare with ro-
bust information synthesis and medical deci-
sion support. However, these models are often
evaluated on benchmarks that are unsuitable for
the Med-MLLMs due to the complexity of real-
world diagnostics across diverse specialties. To
address this gap, we introduce Asclepius, a
novel Med-MLLM benchmark that comprehen-
sively assesses Med-MLLMs in terms of: dis-
tinct medical specialties (cardiovascular, gas-
troenterology, etc.) and different diagnostic
capacities (perception, disease analysis, etc.).
Grounded in 3 proposed core principles, As-
clepius ensures a comprehensive evaluation by
encompassing 15 medical specialties, stratify-
ing into 3 main categories and 8 sub-categories
of clinical tasks, and exempting overlap with
existing VQA dataset. We further provide an
in-depth analysis of 6 Med-MLLMs and com-
pare them with 3 human specialists, providing
insights into their competencies and limitations
in various medical contexts. Our work not only
advances the understanding of Med-MLLMs’
capabilities but also sets a precedent for future
evaluations and the safe deployment of these
models in clinical environments.

1 Introduction

The advent of Multi-Modal Large Language Mod-
els (MLLMs), such as GPT-4V (OpenAI, 2023),
Gemini (Team et al., 2023), LLaVA (Liu et al.,
2023b), and MiniGPT-4 (Zhu et al., 2023), repre-
sents a significant stride towards artificial general
intelligence due to their exceptional proficiency
in tackling intricate tasks. These advancements
have not only expanded the capabilities of mod-
els in natural scenes but have also paved the way
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Figure 1: Asclepius, a spectrum evaluation benchmark
for Med-MLLMs, analyzes models on the capacity di-
mension with 8 clinical tasks and the specialty dimen-
sion with 15 medical specialties.

for specialized enhancement in healthcare, as seen
with the emergence of recent Medical Multi-modal
Large Language Models (Med-MLLMs) (Moor
et al., 2023a; Liu et al., 2023a; Lee et al., 2023;
Zhang et al., 2023c).

Despite the promising advancements, the eval-
uation of these models relies predominantly on a
limited set of samples (Wu et al., 2023a; Li et al.,
2023b; Zhou et al., 2023; Moor et al., 2023a),
which provides an incomplete picture of their ca-
pabilities. Current medical benchmarks, originally
designed for traditional learning models, fall short
in measuring the sophisticated capabilities of Med-
MLLMs (Moor et al., 2023b; Li et al., 2023a). This
misalignment highlights the necessity for compre-
hensive benchmarks that can systematically assess
diverse perspectives of Med-MLLM. To this end,
we propose a novel benchmark Asclepius that is
akin to analyzing the spectrum of light with a prism,
as illustrated in Figure 1.

Developing such a benchmark is challenging,
especially in the medical field, due to the varia-
tion in practical expertise across different domains
(Wang et al., 2023). For instance, a cardiologist
may require a referral to a gastroenterologist when
encountering conditions outside their primary do-
main of expertise due to the distinct specializations
within each field (Forrest et al., 2000; Forrest and
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Table 1: Comparison of Med-MLLMs’ Datasets. The Asclepius is categorized by both medical specialty and
capability, encompassing 15 major specialties and 8 core competencies, and includes human specialists evaluation
scores.

Name Modality
Body parts
and organs

Division
Original

Human
EvaluationSpecialty Capacity

ROCO (Pelka et al., 2018) Radiology / ✗ ✗ ✓ ✗

VQA-RAD (Lau et al., 2018) Radiology 3 ✗ ✗ ✓ ✗

SLAKE (Liu et al., 2021) Radiology 5 ✗ ✗ ✓ ✗

PathVQA (He, 2021) Pathology / ✗ ✗ ✓ ✗

MedMD (Wu et al., 2023b) Radiology 17 ✗ ✗ ✗ ✗

PMC-VQA (Zhang et al., 2023c) Multi-Modality / ✗ ✗ ✗ ✗

Asclepius Multi-Modality 79 ✓ ✓ ✓ ✓

Reid, 2001). Traditional model evaluation meth-
ods often overlook the need for specialty-specific
assessments, resulting in limited applicability and
reliability in specialized medical contexts. This
drives our approach to consider the variation in
expertise across different medical specialties and
to assess Med-MLLMs’ abilities in specialization-
specific knowledge. Furthermore, the complex
clinical decision-making processes, which involve
perception, cognition, and reasoning (Lyman and
Kuderer, 2023; Liberatore and Nydick, 2008; Pa-
tel et al., 2002; Kassirer and Gorry, 1978), present
a second challenge. Med-MLLMs should have
a diverse set of capabilities, such as interpreting
medical imagery and understanding pathophysiol-
ogy, to mimic these processes. Current evaluation
frameworks (Lau et al., 2018; Pelka et al., 2018;
Liu et al., 2021), which often focus on tasks like
general radiology VQA, fail to precisely capture
clinical performance. Thus, three core principles is
proposed to address these concerns.
The philosophy to create Asclepius (1) Multi-
Specialty Coverage: Our benchmark is meticu-
lously designed to encompass a spectrum of 15
medical specialties. By systematically including
questions from various specialties, such as cardi-
ology, neurology, hematology, and endocrinology,
the benchmark can evaluate the performance of
Med-MLLMs in different medical domains. (2)
Multi-Dimensional Capacity: Acknowledging the
intricacies inherent in medical problem-solving,
our benchmark is meticulously designed to eval-
uate a spectrum, divided into 3 main categories
and 8 sub-categories. (3) Original and Blindness:
The questions in MedVQABench are sourced from
contemporary educational materials, medical exam-
inations, and visual datasets, rather than integrating
previously existing multiple VQA datasets, ensur-
ing the originality of our benchmark. Moreover,
we have developed a website that allows submis-

sion and server-side evaluation of results to ensure
integrity and fairness in the evaluation process.

In summary, our main contributions are summa-
rized as follows:

• Systematically-Constructed Dataset: Our study
introduces a meticulously crafted dataset de-
signed to evaluate Med-MLLMs. This dataset
encompasses a comprehensive range of 15 med-
ical specialties, targeting 79 distinct body parts
and organs. Furthermore, it is stratified into 3
main categories and 8 sub-categories, each cor-
responding to specific capacities within the med-
ical domain.

• Comprehensive Benchmarking: Our study es-
tablishes a rigorous benchmark for the compre-
hensive assessment of 6 Med-MLLMs. In ad-
dition, 3 human doctors from varied specialties
and levels of experience, ranging from junior
to senior, answer the question to evaluate the
human performance in this benchmark. This
benchmark enables a direct comparison between
Med-MLLMs and human specialists, providing
valuable insights into the current state of AI in
healthcare.

• Analysis and Observations: We provide sev-
eral insights with corresponding suggestions
(§5) based on evaluation results, shedding light
on their strengths and weaknesses for Med-
MLLMs.

2 Related Work

2.1 Medical Multi-Modal Large Language
Models (Med-MLLMs)

The field of medicine frequently engages with di-
verse data modalities, including but not limited
to text, computed tomography (CT) scans, der-
moscopy images, and histopathological slides. In



Specialty For Full Body

Cardiology
• Heart 
• Vena cava
• Aorta
• Right Atrium
• ……

Obstetrics and 
Gynecology
• Ovaries
• Uterus
• Umbilical Cord
• ……

Gastroenterology
• Liver
• Abdomen
• Stomach
• Intestine
• Gallbladder
• Colorectal
• Ileum
• ……

Urology
• Kidney
• Bladder
• Testicle
• Prostate
• ……

Neurology
• Cochlea
• Brain
• Head
• ……

Otolaryngology
• Larynx
• Palatine Tonsil
• Neck
• ……

Orthopedics
• Ankle
• Femur
• Wrist
• ……

Pulmonology
• Lung
• Chest
• Pulmonary
• ……

Ophthalmology
• Eye
• Cornea
• ……

Hematology
• Blood
• Bone marrow

Immunology
• Lymph Node
• Thymus

Dermatology
• Skin

Pathology
• Tissues
• Bodily Fluids

General Surgery
• Surgery

Endocrinology
• Thyroid 
• Pituitary gland
• Parathyroid
• ……

Q: What are the 
hyperintensities surrounding 
the aorta?
A: Quantitative Perception

Pe
rc
ep

tio
n

Anatomical PerceptionAttribute Perception

Spatial and Quantitative Perception

Q: How strong is articular cartilage?
A: Similar to hyaline cartilage, it has high tensile strength and is 
resistant to compressive forces

Q: Does the extreme 
density of the breasts 
enhance the sensitivity 
of mammography?
A: No

Di
ag
no

si
s

Disease Analysis

Q: Patient with abdominal pain, vomiting, and constipation. What is the 
radiological diagnosis?
A) Caecal volvulus B) Sigmoid volvulus C) Perforation
D) Small bowel obstruction E) Normal
A: A

Staging Assessment
Q: Given the chest x-ray and the clinical data above, the first picture is 
x-ray findings and the second picture is clinical data, please classify the 
severity of pneumonia as either mild or severe.
A: SEVERE

Pl
an

ni
ng

Treatment
Q: This is an OCT scan of the left eye in a 71-year-old male 
who noted his Venetian blinds became wavy suddenly. What 
is the recommended treatment course for this condition?
A) Observation B) Corticosteroids
C) Vitrectomy D) Anti-VEGF injections
A: D

Prognosis
Q: A previously healthy 42-year-old man comes to the emergency 
room with constipation and diffuse, worsening abdominal pain for 2 
days …… Assuming the patient's partner is not a carrier of the 
condition, which of the following is the likelihood that this patient’s 
children will develop this condition?
A) 100% B) 25% C) 75% D) 50% E) 0%

Report Generation

Q: Use the entered chest X-ray images to create accurate free-text 
radiology reports.
A: Heart size and mediastinal contours are normal in appearance. 
No consolidative airspace opacities. No radiographic evidence of 
pleural effusion or pneumothorax. Visualized osseous structures 
appear intact.

(a) (b)

Figure 2: Asclepius Overview. (a) Involves 15 specialties and 79 body parts and organs in total, representing the
critical component of the healthcare system. (b) Shows examples for 8 distinct capacities, offering a multifaceted
evaluation of Med-MLLMs.

order to effectively replicate the complex decision-
making processes of healthcare professionals, Med-
ical Multi-Modal Large Language Models (Med-
MLLMs) have been developed. Initial research
efforts in this area have focused on the fusion of
text with single medical imaging modalities (Liu
et al., 2023a; Lee et al., 2023; Zhou et al., 2023;
Thawkar et al., 2023; Wu et al., 2023b). These
contributions laid the groundwork for subsequent
advances in the field. Progressing further, recent
studies have aimed to amalgamate a broader range
of modalities (Belyaeva et al., 2023; Zhang et al.,
2023a,c; Li et al., 2023a; Zhang et al., 2023b). In
Asclepius, we thoroughly assess the capabilities
of these models, particularly in terms of their per-
formance in various specialties and capacities.

2.2 Benchmark for Med-MLLMs

In the rapidly evolving domain of Med-MLLMs,
the development of benchmarks for evaluating
these models is of paramount concern. Recent
works (Zhang et al., 2023a; Belyaeva et al., 2023;
Li et al., 2023a; Lu et al., 2023; Liu et al., 2023a)
have endeavored to aggregate data from a variety
of publicly available sources (Subramanian et al.,
2020; Yang et al., 2023; Irvin et al., 2019; John-
son et al., 2019; He, 2021; Lau et al., 2018; Liu
et al., 2021) to create larger and more comprehen-
sive datasets. Subsequently, ChatGPT is employed
to assist in filtering the aggregated data to ensure
quality control. For instance, the MedMD (Wu

et al., 2023b) collected data from existing visual-
language medical datasets, such as MIMIC-CXR
(Johnson et al., 2019) and PMC-OA (Lin et al.,
2023), within the radiology domain. Similarly,
the PMC-VQA Dataset (Zhang et al., 2023c) uti-
lizes ChatGPT to create a Visual Question Answer-
ing (VQA) dataset based on image-text pairings
from PMC-OA (Lin et al., 2023). The recently pro-
posed OmnimedVQA (Hu et al., 2024) and GMAI-
MMBench (Chen et al., 2024a) also evaluates Med-
MLLMs with single and multiple choice questions,
which has been proved to be limited and biased (Li
et al., 2024), and cannot assess the models’ genera-
tive capabilities and align with real-world settings.
We compare Asclepius with existing works in Ta-
ble 1. Different from previous works, in this paper,
we propose a novel Med-MLLMs benchmark As-
clepius, which is mainly built based on existing
medical textbooks and medical image datasets with
various question types. We aim to establish a new
standard for Med-MLLM evaluation that upholds
the integrity of the assessment and delivers accurate
reflection of a model’s true capabilities in clinical
environment.

3 Asclepius Benchmark

Our Asclepius benchmark contains 3,232 original
multi-modal questions, with a spectrum of 15 med-
ical specialties and 8 capacities evaluation. This
section is organized as follows: In Sec. 3.1 and



Figure 3: Data Statistics for Specialty. Currently,
Asclepius incorporates 15 specialties with 3,232 multi-
modal questions.

Sec. 3.2, we discuss the design philosophy behind
Asclepius and then present the specialty and ca-
pacity splitting. In Sec. 3.3, we details the question
construction and provide statistics of Asclepius.

3.1 Multi-Specialty Coverage

Medical education is characterized by significant
disparities in knowledge across different special-
ties, necessitating rigorous training for medical
students within their chosen fields (Ledford et al.,
2022; Davis, 2009). Analogously, Med-MLLMs
developed to support clinical decision-making
should exhibit a comparable depth of knowledge in
their respective specialties to be effective. To this
end, we include a diverse array of specialties. For
specialties concerning specific organs, we incor-
porate Cardiology, Endocrinology, Obstetrics and
Gynecology, Gastroenterology, Urology, Orthope-
dics, Neurology, Otolaryngology, Pulmonology,
and Ophthalmology. In addition, for specialties en-
compassing full-body considerations, we include
Hematology, Pathology, Dermatology, Immunol-
ogy, and General Surgery. This diversified inclu-
sion ensures that the Med-MLLMs reflect not only
technological innovation but also practical utility
within the routine operations of clinical practice.

To provide a comprehensive view of the Med-
MLLMs across these specialties, Figure 2 (a) offers
an overview of the 15 specialties assessed in As-
clepius. Each specialty represents a critical com-
ponent of the healthcare system, addressing unique
health concerns within its area of expertise. For
additional information on the specialties included

Anatomical
Perception

881

Attribute
Perception

356

Spatial and 
Quantitative 

Perception
202

Disease
Identification

993

Staging
Assessment

264

Report
Generation

204

Treatment
123

Prognosis
208

Figure 4: Data Statistics for Capacities. Asclepius in-
cludes two layers of capacity dimensions, which encom-
pass 8 sub-capacities.

in this study, please refer to Appendix A.

3.2 Multi-Dimensional Capacity

The decision-making process in clinical practice is
multifaceted and layered, encompassing a series of
complex cognitive tasks (Liberatore and Nydick,
2008). The physician typically diagnoses the con-
dition, assesses its stage, and then formulates a
treatment plan and prognosis. Subsequently, these
decisions and insights should be consolidated into
a medical report. To mirror the decision-making
intricacies in clinical settings, our benchmark incor-
porates three primary capacities for Med-MLLMs:
perception, diagnosis, and planning. Furthermore,
we have delineated secondary layer capacities to
provide a more granular assessment. From per-
ception, we derive (1) anatomical perception, (2)
attribute perception, and (3) spatial and quanti-
tative perception. From diagnosis, we extract (1)
disease analysis and (2) staging assessment. Lastly,
from planning, we have identified (1) treatment, (2)
prognosis, and (3) report generation.

To illustrate the practical application of these
capacities, Figure 2 (b) presents various case ex-
amples for each capacity within Asclepius. As-
clepius currently encompasses 8 distinct sub-
capacities, which offer a multifaceted evaluation
of Med-MLLMs’ performance in mimicking the
decision-making process found in medical practice.
Please see Appendix C for details.

3.3 Data Collection

To create a comprehensive benchmark with a multi-
faceted evaluation, our study needs to collect med-
ical images and professional medical knowledge
QA pairs, that can effectively test both specialties
and capabilities of Med-MLLMs. Asclepius im-
plements two strategies to generate these QA pairs.



All the data collected in this work has necessary
permissions and licenses for research use.

The first approach within Asclepius constructs
QA pairs from pre-existing medical image datasets.
We collected the test set of 10 different medical
vision datasets to cover various question types (Liu
et al., 2022; Kather et al., 2018; Tsuneki and Kana-
vati, 2021; Kumar et al., 2019; Yang et al., 2023;
Shah, 2019; Acevedo et al., 2020; Holste et al.,
2022; Kermany et al., 2018; Tschandl et al., 2018).
Leveraging the collected datasets, we transformed
the original image classification data into a VQA
format. To augment the diversity of question types,
we constructed several VQA templates for each
dataset. For instance, the questions for DeepDRiD
(Liu et al., 2022) were formulated as "What is the
severity level of diabetic retinopathy in this retinal
fundus image?", "Does the retinal fundus image
show signs of diabetic retinopathy at Level 3?", and
"Select the severity level that best describes the reti-
nal fundus image." Regarding the choice options,
we incorporated the true label and three other ran-
domly selected classification labels as the multiple-
choice options. These datasets are restructured into
a VQA format, with binary classification tasks for-
mulated as yes/no questions and multi-class classi-
fication tasks presented as multiple-choice queries.

Concurrently, the benchmark employs a second
strategy, incorporating QA pairs with images de-
rived from the United States Medical Licensing
Examination (USMLE) and current medical text-
books (Katzung et al., 2004; Pawlina and Ross,
2018; Murray et al., 2015; Barrett, 2010; Kumar
et al., 2014; Snell, 2010; Sickles and D’Orsi, 2016).
The integration of this content ensures alignment
with the rigorous standards required for medical
licensure, establishing a high bar for the medical
knowledge assessment of Med-MLLMs. We took
questions accompanied by images from the US-
MILE and medical textbook quiz. In instances
where the question text contained explanations per-
taining to the associated image, we omitted it to
ensure that MLLM needs to rely on both textual
and visual information to answer the questions ac-
curately. Subsequently, we engaged several medi-
cal students to meticulously rewrite and review all
the questions, including altering the order of the
choices and rephrasing the descriptions of symp-
toms without affecting the fundamental meaning
of the questions. The detailed rewriting and re-
view process is illustrated in Appendix D. Finally,
each question is verified by several senior doctors

to ensure quality. This rigorous process ensures
that the final questions differ from their original
counterparts, further reinforcing the correctness
and validity of QA pairs.
Statistics. Asclepius comprises a total of 3,232
data samples, which span across 15 medical spe-
cialties and 8 distinct sub-capacities. The visualiza-
tions of these two statistics are exhibited in Figure
3 and 4. Moving forward, we will preserve a bal-
anced distribution of questions that fulfill various
evaluation dimensions.
Data Split. To maintain the integrity and the blind-
ness of the evaluation benchmark, we divided As-
clepius into development and test subsets. 100
questions are randomly selected as the develop-
ment set that is entirely publicly accessible, with
ground truth answers for each question. The ran-
dom selection maintains consistent statistics of de-
velopment and test sets. Conversely, the test subset
is only partially disclosed, with data samples being
publicly available without ground truth answers.
To ascertain the performance on the test subset, par-
ticipants are required to submit their predictions to
the Asclepius server for an unbiased assessment.

4 Experiments

4.1 Implementation

Model Evaluation. This benchmark focuses on
four general MLLMs, namely GPT-4V (OpenAI,
2023), GPT-4o (OpenAI, 2024), Gemini (Team
et al., 2023) and Claude 3.5 Sonnet (Claude, 2024),
alongside five specialized Med-MLLMs: CheX-
agent (Chen et al., 2024b), RadFM (Wu et al.,
2023c), Med-Flamingo (Moor et al., 2023c), and
XrayGPT (Thawkar et al., 2023), BiomedGPT-
B (Zhang et al., 2024). The model information
is shown in Appendix Table 5. The prompts for
these MLLMs are in Appendix Table 6.
Human Study. To establish a benchmark for per-
formance, the study also includes an evaluation of
human specialists. Three clinical specialist doctors
are selected to participate, who had expertise in
certain medical specialties but were not good at
all specialties. Specifically, Doctors 1 through 3
possess 4, 4, and 5 years of professional experi-
ence, respectively. Their confidence score for each
specialty are listed in Appendix Table 4. Moreover,
we also invited several doctors whose areas of ex-
pertise cover these 15 specialties, and we ensemble
their results as the ideal case for meta doctors, who
are all-powerful for all specialties.



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

A
vg

Variance

Abbreviation: Card (Cardiology), Derm (Dermatology), Endo (Endocrinology), Gastro (Gastroenterology), GenSurg

(General Surgery), Hem (Hematology), Immun (Immunology), Neurol (Neurology), ObsGyn (Obstetrics and Gynecology),

Ophth (Ophthalmology), Orth (Orthopedics), Oto (Otolaryngology), Path (Pathology), Pulm (Pulmonology), Urol (Urology).

Figure 5: The spectrum of Med-MLLMs in Specialties. Green circle size shows accuracy variance across
specialties; larger circles indicate higher variance. Darker squares represent higher accuracy. Numeric details in
Appendix Table 7. Meta doctor is ensembled from several doctors whose area of expertise cover these 15 specialties.

Table 2: The Modality Study Result. Full information
means we use both textual and visual information. w/o
means without.

Condition Accuracy

Full information 46.2%
w/o image 32.0%
w/o text 23.9%

Evaluation Metrics. Asclepius includes a range
of question types: multiple choice, yes/no, open-
ended questions, and report generation tasks. We
use accuracy for multiple-choice and yes/no ques-
tions and employ GPT to assess open-ended ques-
tions. Report generation is evaluated with the
ROUGE-L score to measure alignment with gold-
standard reports (Wu et al., 2023c; Chen et al.,
2024b). Overall accuracy excludes report genera-
tion and is calculated as the ratio of correctly an-
swered questions to the total applicable questions
in benchmark. Please see Appendix H for details.

4.2 Visual and Textual Modality Study

To investigate the contribution of each modality, we
conducted ablation experiments on GPT-4v. In the

first group, we provided GPT-4v with only the vi-
sual information and the associated questions. Con-
versely, in the second group, we supplied GPT-4v
with solely the textual information and the ques-
tions. The results are shown in Table 2. The accu-
racy decline observed for both groups when com-
pared to the baseline condition with access to both
modalities proves the importance of both textual
and visual information for Asclepius benchmark.
The models cannot answer the questions accurately
by solely relying on either the text or visual infor-
mation alone.

4.3 Results across Specialties

Our analysis reveals a broad spectrum of accuracy
scores across the medical specialties in Figure 5.
GPT-4V generally has the highest performance
among the Med-MLLMs, with its average accu-
racy closest to human doctors. GPT-4o has the
second-best performance among the Med-MLLMs,
with moderate accuracy, but still significantly lower
than GPT-4V. CheXagent, RadFM, Med-Flamingo,
XrayGPT, and BiomedGPT show lower perfor-
mance across all specialties. When comparing be-
tween Med-MLLMs and human doctors, human
doctors generally outperform Med-MLLMs in all



Table 3: The spectrum of Med-MLLMs in Capacity. Avg* are the average accuracy of Anato, Attr, SpaQua,
DisIde, Stag, Prog and Treat. Rep reports the ROUGE-L score. GPT-4V refuses to answer Rep question.

Model
Perception Diagnosis Planning

Avg*
Anato Attr SpaQua DisIde Stag Prog Treat Rep

GPT-4V 0.462 0.542 0.599 0.592 0.504 0.649 0.556 N.A 0.558
GPT-4o 0.389 0.478 0.431 0.591 0.152 0.683 0.621 0.072 0.477
Gemini 0.410 0.410 0.460 0.386 0.523 0.654 0.323 0.082 0.452
CheXagent 0.297 0.334 0.337 0.326 0.451 0.519 0.315 0.157 0.368
RadFM 0.378 0.404 0.455 0.219 0.295 0.082 0.290 0.091 0.303
Med-Flamingo 0.313 0.312 0.272 0.259 0.439 0.394 0.161 0.133 0.307
Claude3.5Sonnet 0.196 0.160 0.322 0.060 0.061 0.101 0.161 0.051 0.136
XrayGPT 0.161 0.110 0.099 0.169 0.223 0.014 0.137 0.078 0.131
BiomedGPT-B 0.089 0.110 0.040 0.104 0.098 0.010 0.129 0.071 0.090
Doctor 1 0.541 0.368 0.700 0.590 0.667 0.500 0.733 N.A 0.586
Doctor 2 0.523 0.435 0.467 0.575 1.000 1.000 0.556 N.A 0.651
Doctor 3 0.517 0.480 0.700 0.624 0.538 1.000 0.429 N.A 0.613
Meta Doctor 0.581 0.589 0.593 0.686 0.605 1.000 0.772 N.A 0.689

Abbreviation: Anato (Anatomical Perception), Attr (Attribute Perception), DisIde (Disease Identification), Prog (Prognosis),
SpaQua (Spatial and Quantitative Perception), Stag (Staging Assessment), Treat (Treatment Planning), Rep (Report Generation).

specialties. However, Med-MLLMs demonstrate
a markedly lower variability in their performance
across specialties when compared to humans.

4.4 Results across Capacities

The spectrum of Med-MLLMs in capacity is shown
in Table 3. GPT-4V leads with the highest average
accuracy across the seven tasks with an average
score of 55.8%. This indicates that GPT-4V is
likely the most versatile and reliable model for a
range of medical tasks. Moreover, both GPT-4V
and GPT-4o perform equally well in Disease Iden-
tification with a score of 59.2% and 59.1%, respec-
tively, indicating strong capabilities in diagnosing
diseases. Notably, GPT-4o achieves better perfor-
mance than GPT-4V in prognosis and treatment
planning with accraucy of 68.3% and 62.1%, sug-
gesting its significant ability in planning tasks. As
for the report generation task, GPT-4V refused to
generate the responses (see Appendix G for details)
, which could be due to the model’s guidelines or
limitations in this specific task. CheXagent has the
highest ROUGE-L score for Report Generation at
0.157, although this is still relatively low, suggest-
ing room for improvement in how these models
generate medical reports.

5 Discussion

From the above results, six key insights have been
deduced as follows:
1) Significant variance exists in different spe-
cialties. Human doctors have strong performances
in certain specialties, but weaker performances in
others. As illustrated in Appendix Table 4, the

confidence score assigned by Doctor2 is 5 for Car-
diology compared to a score of 2 for Dermatology.
Correspondingly, the results indicates that Doc-
tor2 achieved a diagnostic accuracy of 71.4% for
Cardiology, which markedly contrasts with a re-
duced accuracy of 40.0% for Dermatology. These
variations highlight the complexity and diversity
inherent to each medical specialty. Given these dif-
ferences, it is critical to establish a comprehensive
Med-MLLMs benchmark to systematically evalu-
ate the performance across various specialties.

2) Human doctors outperform Med-MLLMs.
Human physicians surpass Med-MLLMs in di-
agnostic accuracy across all specialties. Even
a junior doctor with an average accuracy of
57.4%, marginally exceeds the most proficient
Med-MLLM, GPT-4V, which achieved an accu-
racy of 54.3%. This outcome suggests that, despite
the advancements made in artificial intelligence,
there is still a gap in diagnostic precision between
human expertise and current Med-MLLMs. This
underscores the need for continued development
and specialization in the field of AI-driven medical
diagnostics. On the other hand, the GPT-4V is com-
parable with junior human doctors, which indicates
that Med-MLLMs like GPT-4V have the potential
to complement the diagnostic process in practice.
However, the current results indicate that the in-
tegration of such models into clinical workflows
should be approached with caution, ensuring they
serve as an adjunct to, rather than a replacement
for, human clinical judgement.

3) Superiority of Generalist MLLMs Over Spe-
cialized Med-MLLMs. Results reveal that gen-



Question: Based on the following data and picture, please determine whether the patient's condition is mild or severe. Age: 50.0, Sex: 0, 
Positivity: 1.0, Temperature: 39.0, Days with Fever: 1.0, Cough: 1, Difficulty in Breathing: 0, WBC: 9.92, RBC: 5.02, CRP: 7.84, Fibrinogen: 
nan, Glucose: 123.0, PCT: 0.09, LDH: 478.0, INR: 0.99, D-dimer: nan, Oxygen Percentage: nan, PaO2: 70.1, SaO2: nan, PaCO2: 33.1, pH: 
7.44, Cardiovascular Disease: 0.0, Ischemic Heart Disease: 0.0, Atrial Fibrillation: 0.0, Heart Failure: 0.0, Ictus: 0.0, High Blood Pressure: 1.0, 
Diabetes: 0.0, Dementia: 0.0, BPCO: 0.0, Cancer: 0.0, Chronic Kidney Disease: 0.0, Respiratory Failure: 0.0, Obesity: nan, Position: 1.0
Standard Answer: Severe
Model Output:
1）GPT-4v: Severe✅
2）Gemini: Mild❌
3）CheXagent: Severe✅
4）RadFM: , Height: 1.57, Weight: 62.0, HIV: 0.0, Hepatitis C: 0.0, Hepatitis B: 0.0, Cushing’s syndrome: 0.0, Acute Myocardial Infarction: 0.0, 
Peripheral Neuropathy: 0.0, Cerebrovascular Disease: 0.0, Depression: 0.0, Anxiety: 0.0, Insomnia: 0.0, Post-Traumatic Stress Disorder: 0.0, 
Tuberculosis: 0.0, Other Chronic Diseases: 0.0, Medications: nan, Allergies: nan, Hospitalizations in the past 12 months: 0.❌
5）Med-Flamingo: Mild. The patient has a mild condition. ❌
6）XrayGPT: Hello dearWelcome to XrayGPT.come have evaluated your query thoroughly.* This is in relation with the underlying respiratory 
disease.* Needs further evaluation with x-ray chest, pulmonary function tests. Hope this clears your query. Welcome for further assistance. 
Regards dear take care. ❌

Question: Where is the liver?
Standard Answer: Not seen
Model Output:
1）GPT-4v: In this MRI image, the liver is not visible as this is a cross-sectional image of the thoracic region, and the liver is located in the 
abdominal region.✅
2）Gemini: Upper right quadrant of the abdomen.❌
3）CheXagent: Under the right hemidiaphragm.❌
4）RadFM: Upper Left.❌
5）Med-Flamingo: The liver is located in the right upper quadrant. The liver is the largest organ in the body. It is located in the right upper 
quadrant of the abdomen. It is a large, pear-shaped organ that sits on the diaphragm and extends into the epig ❌
6）XrayGPT: Hi thanks for your query, the CT Scan shows lung involvement which is seen in cases of lung cancer. The other CT Scan 
shows the liver involvement which is also a part of the liver that has been affected by the tumor. Liver involvement is usually a sign of 
malignant liver tumors. However, the lesion of lung involvement in cases of lung cancer may be due to other tumors. In case of liver 
involvement, an ultrasound scan is usually done to know the exact location and involvement of the tumor in the liver. If the tumor is well - 
differentiated it is managed by surgical removal and chemotherapy, if the tumor is poorly differentiated it is managed by chemotherapy only. 
The exact treatment depends on the staging of the tumor. Please consult your oncologist for more details and treatment. Please let me know 
if you have any more queries. ❌

(a)

(b)
Question: Where is monopolar_curved_scissors located? 
Standard Answer: bottom
Model Output:
1）GPT-4v: The monopolar curved scissors are located at the bottom right of the image, with black and silver handles and tips pointing to the 
left side of the image.✅
2）Gemini: The monopolar_curved_scissors are located on the left side of the image.❌
3）CheXagent: The monopolar_curved_scissors is located at the distal end of the esophagus. ❌
4）RadFM: Proximal.❌
5）Med-Flamingo: In the right lower quadrant. ❖ Image 10.1. 10.1 Monopolar Curved Scissors 10.1.1 Indications • Dissection of the
 colon and rectum. • Dis ❌
6）XrayGPT: Hi, the monopolar curved scissors are used for cutting off excess fluid that is collected in the pleural cavity. This can be caused 
due to an infection in the lungs. The fluid may also be due to accumulation in the sacs, called pericardium. The fluid in the pericardium is 
usually not a cause of concern.However, if there is too much fluid in the pericardium it can compress the heart leading to dysfunction. In 
some cases it can even lead to cardiac rupture. Therefore, a Chest X-ray is done to rule out any fluid collection. Hope I have answered your 
query. Let me know if I can assist you further. ❌

(c)

Figure 6: Case Study for Common Problem Revealed in Evaluation. (a) Case for Limited Instruction-following
Capabilities. (b) Case for Failed Anatomical Perception. (c) Case for Failed Spatial and Quantitative Perception).

eralist models such as GPT-4V and Gemini out-
perform five specialized Med-MLLMs in a dual-
spectrum evaluation. Notably, RadFM, despite
being trained on 16 million multi-modal medical
question-answer pairs, remains inferior to GPT-
4V. According to Appendix Table 5, the parameter
count of the general MLLMs are much larger than
that of Med-MLLMs. Therefore, we recommend
that future research on Med-MLLMs should ex-
plore increasing the model parameter capacity to
potentially improve their performance.

4) Limited Long-range Instruction Capture. De-
spite the implementation of careful prompt engi-
neering, certain Med-MLLMs exhibit a tendency
to generate indirect responses. Figure 6(a) illus-
trates instances where, instead of answering the
condition as prompted, models like RadFM and
XrayGPT provide irrelevant information. We argue
that an optimal Med-MLLM should adhere to such
detailed instructions.

5) Limited Multi-Modality Fusion. Figure 6 (b)
illustrates the case that only GPT-4V accurately
incorporates image information into its response.
In contrast, other Med-MLLMs simply restate the
well-known fact that the liver is located in the up-
per right quadrant of the abdomen, neglecting to
integrate the visual data presented. This pattern
suggests a limited ability of most Med-MLLMs

to synthesize image and text information, as they
solely rely on textual prompts for their answers. En-
hancing Med-MLLMs’ multi-modal fusion capabil-
ities emerges as a crucial and promising direction
for future development.

6) Med-MLLMs offer the potential for integra-
tion of expansive and in-depth medical knowl-
edge. In contrast to the wider variability observed
among human physicians, Med-MLLMs exhibit
more uniform performance, as depicted by the
smaller green circles in Figure 5. This reduced
variance signifies a standardized diagnostic capa-
bility of Med-MLLMs across different medical
specialties. Such a pattern suggests that while hu-
man specialists are in-depth for particular domains,
Med-MLLMs provide a more expansive knowledge
across diverse medical fields, which could poten-
tially be leveraged to augment clinical decision-
making processes. This is particularly relevant
for complex multi-system disorders like hypermo-
bile Ehlers-Danlos syndrome (hEDS), where an
interdisciplinary approach is paramount (Gense-
mer et al., 2021). The advent of Med-MLLMs
makes the integration of expansive and in-depth
medical knowledge feasible, offering the potential
to address the multifaceted needs of patients.



6 Conclusion

We introduce Asclepius, a comprehensive Med-
MLLM evaluation benchmark with 3,232 multi-
modal questions spanning 15 medical specialties
and 79 body parts/organs, for specialty and capacity
analysis. It includes a website for secure server-
side evaluation of submitted results. We assess 6
Med-MLLMs and 5 human doctors on Asclepius.
Analysis shows that while current Med-MLLMs
have limitations, they can supplement clinical judg-
ment, suggesting potential for integrated medical
knowledge application across breadth and depth.

7 Limitations

This paper has two primary limitations that offer
avenues for future research:

• The current benchmark does not consider long
patient history narratives that are often crucial for
real-world clinical decision-making. As future
work, we plan to expand the question set to incor-
porate queries that require comprehending and
reasoning over long sequences of patient records.
This will allow for a more comprehensive evalu-
ation of Med-MLLMs’ performance in scenarios
that better approximate the complexities of actual
clinical practice involving longitudinal patient
data.

• The questions of Perception/Diagnosis/Planning
are independent of each other currently, without
coherence. Real clinical decision-making needs
to be completed coherently from the front end
to the back end. If one of them is wrong, the
diagnosis will be not correct. In the future, the
question sets will integrate long sequences of
data in patient records and provide sequential
disease questions for a patient.
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Appendix for Asclepius
Abstract. In this supplementary material, we pro-
vide additional information about the Asclepius.
Appendix A illustrates the definition of each spe-
cialty. Appendix D provides the details of re-
writing and review process. Appendix B provides
list of involved organ. Appendix C elaborates on
the capacity taxonomy. In Appendix E, we pro-
vide some examples in Asclepius and some case
studies of Med-MLLMs for each capacity. Finally,
Appendix F supplements the qualitative and quan-
titative results in the main paper, including the vi-
sualization of statistics for specialty and capacity,
and the digital results of different specialties.

A Specialty List

Asclepius encompasses 15 medical specialties that
represent the core divisions of modern healthcare.
These specialties can be broadly categorized into
several groups based on their focus areas and in-
terconnected nature. They are Hematology, Cardi-
ology, Endocrinology, Obstetrics and Gynecology,
Gastroenterology, Immunology, Urology, Ortho-
pedics, Neurology, Otolaryngology, Pulmonology,
Dermatology, Pathology, Ophthalmology, General
surgery.
Internal Medicine Specialties: Cardiology fo-
cuses on the heart and cardiovascular system, diag-
nosing and treating various heart conditions. Pul-
monology addresses disorders of the respiratory
system, including the lungs and airways. Gastroen-
terology specializes in the digestive system, manag-
ing disorders from the esophagus to the intestines.
Endocrinology deals with the endocrine system and
hormone-related disorders, while Hematology fo-
cuses on blood, blood-forming organs, and related
diseases. Immunology studies the immune system
and its disorders, playing a crucial role in under-
standing the body’s defense mechanisms.
Surgical and Procedural Specialties: General
Surgery encompasses procedures involving abdom-
inal organs, endocrine glands, and various soft
tissues. Orthopedics concentrates on the muscu-
loskeletal system, treating bone, joint, and muscle
disorders. Urology addresses both the urinary tract
and male reproductive system. Otolaryngology
(ENT) specializes in ear, nose, and throat condi-
tions, while Ophthalmology focuses exclusively on
eye diseases and vision care.
Specialized Care and Diagnostics: Obstetrics
and Gynecology provides comprehensive care for

women’s reproductive health and pregnancy. Der-
matology focuses on conditions affecting the skin,
hair, and nails. Neurology addresses disorders of
the nervous system, including the brain and spinal
cord. Pathology, serving as a diagnostic corner-
stone, studies disease processes through tissue and
fluid examination.

B Organ list

This section we list the involved body parts and
organs in this benchmark.

53 Body Parts: Abdomen, Neck, Chest, Head,
Cervical Vertebrae, Ankle, Femur, Vertebrae,
Bowel, Mandible, Knee, Cochlea, Hand, Blad-
der, Spine, Wrist, Pelvis, Carotid Artery, Carotid
Bifurcation, Trachea, Larynx, Colorectal, Blood,
Forearm, Elbow, Hip, Muscle, Reproductive Sys-
tems, Gastrointestinal Tract, Ligamentum Nuchae,
Small Intestine, Colon, Seminal Vesicle, Duode-
num, Anterior Pituitary, Parathyroid, Vena-cava,
Right Atrium, Left Ventricle, Muscular Artery,
Bronchiole, Aorta, Palatine Tonsil, Pyloric Stom-
ach, Cardiovascular, Endocrine, Musculo skeletal,
Ophthalmic, Pulmonary, Blood smear, Cartilage,
Adipose Tissue, Tendon, Nervous Tissue,

26 Organs: Liver, Lung, Brain, Breast, Testicle,
Thyroid, Ovaries, Kidney, Heart, Uterus, Intestine,
Pancreas, Pituitary gland, Stomach, Gallbladder,
Skin, Eye, Blood, Ileum, Lymph Node, Umbilical
Cord, Prostate, Duodenum, Parathyroid, Esopha-
gus, Appendix

C Capacity

C.1 Perception
C.1.1 Anatomical Perception
Anatomical Perception is the ability to recognize
and understand the normal structures of the body,
including their locations, sizes, shapes, and the
planes in which they are imaged.

Anatomical Perception is foundational to medi-
cal imaging analysis, as it allows for the accurate
identification of body parts and serves as a basis for
detecting abnormalities. It involves discerning the
detailed anatomy within complex images and is es-
sential for any subsequent diagnostic or therapeutic
action.

C.1.2 Attribute Perception
Attribute Perception is the capacity to discern var-
ious attributes of tissues and structures, such as
their density, texture, composition, and presence of



pathological signs, along with recognizing instru-
ments, modalities, and colors when applicable.

Attribute Perception focuses on the finer details
that characterize tissues and help differentiate be-
tween normal and abnormal findings. It is vital
for quality imaging interpretation and aids in the
detailed understanding of pathologies and their im-
plications on health.

C.1.3 Spatial and Quantitative Perception
Spatial and Quantitative Perception encompasses
the skill to evaluate the spatial relations and quan-
titative aspects within medical images, such as
counting entities and understanding their three-
dimensional positions and relationships.

Spatial and Quantitative Perception is crucial for
tasks that require an understanding of the geom-
etry and distribution of anatomical structures and
pathological findings, which is important for ac-
curate diagnosis, surgical planning, and treatment
evaluation.

C.2 Diagnosis

C.2.1 Disease Analysis
Disease Analysis is the ability to accurately detect
and diagnose diseases from medical data, which
may include imaging, laboratory results, patient
history, and physical examination findings.

Disease Identification is the cornerstone of clini-
cal practice, where the model’s prowess in recog-
nizing patterns and correlating them with potential
diseases is essential. This involves not only identi-
fying the presence of a disease but also understand-
ing its nature.

C.2.2 Staging Assessment
Staging Assessment is the process of determining
the extent or severity of a disease, especially cancer,
within the body, which is crucial for choosing the
most appropriate treatment strategy.

Staging Assessment evaluates how far a disease
has progressed and is a critical step in the treatment
planning process. It requires a comprehensive anal-
ysis of data to accurately classify the stage, which
can significantly affect prognosis and treatment
choices.

C.3 Planning

C.3.1 Treatment
Treatment is the selection and administration of the
appropriate therapeutic interventions tailored to the
individual patient’s disease and condition.

The Treatment aspect involves creating a de-
tailed plan for managing the patient’s condition,
which may include medication, surgery, lifestyle
changes, or other therapies. The objective is to se-
lect the most effective and least invasive treatment
options while considering the patient’s preferences
and overall health status.

C.3.2 Prognosis
Prognosis is the prediction of the likely course and
outcome of a disease, taking into account the na-
ture of the disease, the patient’s general physical
condition, and the treatment options available.

Prognosis is about looking ahead to predict pos-
sible outcomes for the patient. This includes esti-
mating survival rates, potential complications, and
the likelihood of disease recurrence. It is a vital part
of patient counseling and informs decision-making
for both clinicians and patients.

C.3.3 Report generation
Report generation is the synthesis of medical data
and analytical findings into coherent, standard-
ized, and actionable reports for use by healthcare
providers.

Report Generation combines all the collected in-
formation into a format that is understandable and
useful for guiding clinical decisions. It ensures that
the insights gained from the model’s analysis are
communicated effectively, serving as a bridge be-
tween the model’s output and clinical action steps.

D Review Process

For the rewriting phase, we recruited 31 medical
students, each handling approximately 104 orig-
inal question-answer pairs. These students were
required to meticulously rewrite both the question
and answer components following strict revision
criteria. When rewriting questions, they had to
(1) preserve the fundamental medical meaning, (2)
modify at least 10% of the content, and (3) maintain
clarity and professional language. When rewriting
answers, they were required to (1) maintain med-
ical accuracy, (2) preserve the original meaning
while rephrasing the text, and (3) ensure consis-
tency with the modified question, though they were
permitted to reorder the answer choices. In the
review phase, we recruited three senior doctors
who independently evaluated each pair for medical
accuracy and consistency.

Three senior doctors were engaged in the review
phase to ensure medical accuracy and consistency.



Table 4: The specialty confidence of each doctor. Use
1 ∼ 5 to represent the confidence score for each spe-
cialty. The larger number means more confidence.

Specialty Dr. 1 Dr. 2 Dr. 3

Cardiology 2 5 4
Dermatology 5 2 3
Endocrinology 3 4 4
Gastroenterology 4 4 4
General Surgery 4 3 4
Hematology 2 4 3
Immunology 5 4 4
Neurology 4 4 4
Obstetrics and Gynecology 2 2 3
Ophthalmology 5 2 5
Orthopedics 4 3 4
Otolaryngology 3 2 3
Pathology 4 2 3
Pulmonology 2 4 4
Urology 4 3 4

For each question, reviewers were provided with
both the original and rewritten versions, and doc-
tors independently evaluated two aspects: ques-
tion consistency (whether the rewritten question
maintains the same medical intent as the original)
and answer correctness (whether the provided an-
swer is medically accurate). If two or more doctors
identified inconsistency or inaccuracy (in either
consistency or correctness evaluation), the ques-
tion underwent a collaborative review and revision
process involving all three senior doctors. This
consensus-based approach ensured high-quality
question-answer pairs. Out of 3,232 questions in
our benchmark, 127 questions underwent revision
based on doctor feedback, and the inter-rater relia-
bility coefficient among the three doctors was 0.78,
indicating substantial agreement.

E Examples in Asclepius

In Figures 7 to 11, we illustrate several examples
in different specialties in Asclepius. Also, we
provide some case studies for various capacities in
Figures 12 to 14.

F Qualitative and Quantitative Results

This section supplements the results of evaluation:

Table 4 shows the confidence of doctors in vari-
ous specialties.

We performed ablation experiments on GPT-4v
to assess each modality’s contribution. One group
receives only visual information and questions,
while another receives only text and questions. As
shown in Appendix Table 2, both groups’ accuracy
decline compared to the baseline with both modali-
ties, highlighting the necessity of combining textual
and visual information for the Asclepius bench-
mark. Models cannot accurately answer questions
using only text or visual data alone.

As shown in Table 7, the human doctors’ per-
formance varies widely across specialties and indi-
viduals, with accuracy scores ranging from 0.286
to 0.846 in the different fields. The average accu-
racy of human doctors (calculated from the "Avg"
column) ranges from 0.538 to 0.641, with Meta-
Doctor having the highest average accuracy. Com-
paring the Med-MLLMs to human doctors, all the
Med-MLLMs have a lower average accuracy than
the human doctors. Among the Med-MLLMs, GPT-
4V’s performance is closest to that of human doc-
tors, which surpasses Doctor2 by a small margin
with an accuracy of 0.005.

Figure 15 visualizes the performance compar-
ison of Med-MLLMs on the benchmark. Each
model has its strengths and weaknesses, with GPT-
4V showing the most robust performance across
most areas. Gemini seems to be a decent second
choice, particularly in prognosis. The other models
have niche areas where they perform well but are
generally outperformed by the top two models.

G Evaluation Models

Asclepius focuses on four general MLLMs, in-
cluding GPT-4V, GPT-4o, Gemini and Claude 3.5
Sonnet, along with five specialized Med-MLLMs,
i.e. CheXagent, RadFM, Med-Flamingo, XrayGPT,
and BiomedGPT, as shown in Table 5. We evalu-
ate the GPT-4V, GPT-4o, Gemini and Claude 3.5
Sonnet through the official API. We test the rest of
the specialized Med-MLLMs through the released
code and pre-trained model. The prompt for these
MLLMs are listed in Table 6, where the prompts
for five Med-MLLMs are recommended in their
papers. Sometimes GPT-4V may refuse to gener-
ate response. For example, GPT-4V generated ‘I’m
sorry, but I cannot provide the service of generating
radiology reports. If you have any other questions
or need information on a different topic, feel free



Question: A 65-year-old man has had increasing dyspnea and orthopnea for the past year. On physical examination there are 
rales in all lung fields. A chest x-ray shows cardiomegaly and pulmonary edema. An echocardiogram shows reduced cardiac 
output. The gross appearance of his heart shown here is most consistent with which of the following underlying conditions?
A) Amyloidosis
B)  Systemic hypertension
C)  Diffuse scleroderma
D)  Atherosclerosis
E) Viral myocarditis
Standard Answer: D)  Atherosclerosis

Cardiology
Question: A 57-year-old man is brought to the emergency department for crushing substernal chest pain at rest for the past 2 
hours. The pain began gradually while he was having an argument with his wife and is now severe. He does not take any 
medications. He has smoked one pack of cigarettes daily for 35 years. He is diaphoretic. His temperature is 37.1°C (98.8°F), 
pulse is 110/min, respirations are 21/min, and blood pressure is 115/65 mm Hg. Pulse oximetry on room air shows an oxygen 
saturation of 97%. Cardiac examination shows an S4 gallop. The lungs are clear to auscultation. An ECG is shown. Which of 
the following is the most likely underlying cause of this patient's condition?
A) Occlusion of the right coronary artery
B) Inflammation of the pericardium
C) Occlusion of the left anterior descending artery
D) Thromboembolism to the right interlobar pulmonary artery
E) Diffuse coronary vasospasm
F) Occlusion of the left circumflex artery
G) Tear in the intimal lining of the aorta
Standard Answer: C) Occlusion of the left anterior descending artery

Figure 7: Examples for Cardiology.

Question: A 25-year-old man has multiple firm nodules, some of which are up to 1 cm in size, that are disfiguring because 
they are located on his hands and arms. Also noted on physical examination are scattered light brown macules with smooth 
borders, averaging about 2 to 3 centimeters in size, over the skin of his trunk and arms. The microscopic appearance of one of 
the nodular lesions is seen here. His father and brother have similar lesions. Which of the following is the most likely diagnosis?
A)  Neurofibromatosis
B)  Kaposi sarcoma
C)  Nevocellular nevus
D)  Actinic keratosis
E) Impetigo
Standard Answer: A)  Neurofibromatosis

Dermatology
Question: A 10-year-old child complains of intense itching of his hands. Physical examination reveals several linear gray-
brown lesions a few millimeters in length that appear in the skin between his fingers. Some of these lesions have been 
excoriated by scratching. The finding from scraping these lesions is shown here. Which of the following infectious agents is the 
most likely cause?
A)  Epidermophyton floccosum
B)  Herpes zoster
C)  Sarcoptes scabiei
D)  Staphylococcus aureus
E)  Malassezia furfur
F) Papillomavirus
Standard Answer: C)  Sarcoptes scabiei

Figure 8: Examples for Dermatology.

to ask.’.

H Evaluation Metrics.

Asclepius comprises a variety of question types,
including multiple-choice, yes/no, open-ended
questions, and report generation tasks. For
multiple-choice and yes/no questions, we use ac-
curacy as the evaluation metric. Open-ended ques-
tions require a more nuanced assessment, so we
employ GPT to evaluate the precision of the tex-
tual responses. The following prompt is used to
determine the correctness of an answer:

You are an AI assistant who will help me evalu-
ate responses given the questions and the correct
answers. To assess a response, you should provide
a single integer score like 0 or 1. A score of 0 in-
dicates that the response is entirely different from
answers. A score of 1 indicates that the response
aligns perfectly with the answer or is correct for
the given question and answer. [Question] [An-

swer] [Response] Your mark: For report genera-
tion tasks, we utilize the ROUGE-L scoring system
to evaluate how closely the generated texts match
the gold-standard reports (Wu et al., 2023c; Chen
et al., 2024b). When calculating the overall accu-
racy, we include all question types except for report
generation. The overall accuracy is calculated as
the ratio of correctly answered questions to the total
number of applicable questions in the benchmark.



Question: A 23-year-old woman comes to physician for an annual health maintenance examination. She feels well. She is 155 
cm (5 ft 1 in) tall and weighs 79 kg (174 lb); BMI is 33 kg/m2. Examination shows a skin rash over both axillae. A photograph of 
her left axilla is shown. This patient's skin finding is most likely associated with which of the following conditions?
A) Niacin deficiency
B) Gastric malignant lymphoma
C) Primary adrenal insufficiency
D) Polycystic ovary syndrome
E) Hashimoto thyroiditis
F) Pregnancy
Standard Answer: D) Polycystic ovary syndrome

Endocrinology
Question: A 32-year-old woman comes to the physician for increasing fatigue over the past 3 months. During this period, her 
appetite has decreased and she has lost 10 kg (22 Ib). She also reports decreased sexual desire. She has a history of type 1 
diabetes. Her pulse is 105/min and blood pressure is 95/63 mm Hg. Physical examination shows darkening of the skin and oral 
mucous membranes. Serum studies show:
Na+ 130 mEq/L; K+ 5.2 mEq/L; Glucose (fasting) 74 mg/dL
Which of the following changes to body fluid volume and osmolarity would most likely be expected?
A) A
B) B
C) C
D) D
E) E
Standard Answer: C) C

Figure 9: Examples for Endocrinology.

Question: A 27-year-old man has had a chronic diarrhea with weight loss of 5 kg over the past year. On physical examination 
there are no abnormal findings. His d-xylose absorption is abnormally low. He has elevated anti-endomysial and anti-
transglutaminase antibody titers. A jejunal biopsy is performed and shown here in the right panel (compared to the normal 
jejunum in the left panel). He improves with a change in diet. Which of the following is the most likely diagnosis?
A)  Adenocarcinoma
B)  Cholera
C)  Pseudomembranous enteritis
D)  Celiac disease
E)  Carcinoid tumor
F) Whipple disease
Standard Answer: D)  Celiac disease

Gastroenterology
Question: A 45-year-old woman developed dyspnea with fever over the past week. Sputum culture grows Streptococcus 
pneumoniae and a chest radiograph shows extensive infiltrates of the right lower lobe and a nodule with air-fluid level. Her 
serum AST is 277 U/L and ALT 183 U/L. This is the gross appearance of her liver. Which of the following is most likely to 
produce this appearance of her liver?
A)  Hepatitis A infection
B)  Colonic adenocarcinoma
C)  Chronic alcohol abuse
D)  Oral contraceptive use
E)  Dominant polycystic kidney disease
F) Alpha-1-antitrypsin deficiency
Standard Answer: C)  Chronic alcohol abuse

Figure 10: Examples for Gastroenterology.

Question: A 30-year-old man has noted a progressively worsening cough for one month. On physical examination, a few 
small lymph nodes are palpable in his axillae, and the tip of the spleen is palpable. Laboratory studies show Hgb 10.2 g/dL, 
Hct 31.1%, MCV 90 fL, WBC count 67,400/microliter, and platelet count 36,220/microliter. His peripheral blood smear is shown 
here. Which of the following is the most likely diagnosis?
A)  Acute myelogenous leukemia
B)  Plasma cell leukemia
C)  Chronic lymphocytic leukemia
D)  Acute lymphoblastic leukemia
E)  Hairy cell leukemia
F) Leukoerythroblastosis
Standard Answer: A)  Acute myelogenous leukemiaimg1536.jpg

Hematology
Question: Which group of peripheral blood cells is visible in this image?
a) Neutrophils
b) Eosinophils
c) Basophils
d) Lymphocytes
Standard Answer: b) Eosinophils

Figure 11: Examples for Hematology.



Table 5: Comparison of different MLLMs. The parameters of GPT-4V, GPT-4o, Gemini, and Claude 3.5 Sonnet are
estimated to be greater than 100B.

MLLMs Vision Encoder LLM Parameters
GPT-4V / / >100B
GPT-4o / / >100B
Gemini / / >100B
Claude 3.5 Sonnet / / >100B
Med-Flamingo ViT-L/14 LLaMA 8.3B
RadFM ViT-3D LLaMA 14B
XrayGPT MedClip Vicuna 7B
CheXagent EVA-CLIP Mistral 7B
BiomedGPT-B BERT GPT-3 182M

Table 6: The prompt we used to test different MLLMs.

Med-MLLMs Prompt

GPT-4v, GPT-4o,
Gemini, and Claude
3.5 Sonnet

You are a professional doctor. I will give you a question and one or two images. Please
utilize the image given to answer the question as a medical expert would. You should
only give the answer and no reason or other information. Question: <question> Image:
<image>.

Med-Flamingo You are a helpful medical assistant. Please answer the following question.

RadFM <image> [image_tokens] </image> [question]

XrayGPT You are an experienced Doctor, give the following medical scan:
<Img>ImageContent</Img> You will be able to see the medical scan once I
provide it to you. Please answer my questions.

CheXagent and
BiomedGPT-B

You are a professional doctor. I will give you a question and one or two images. Please
utilize the image given to answer the question as a medical expert would.



Question: What is the largest organ in the picture?
Standard Answer: Liver
Model Output:
1）GPT-4V: The largest organ in this MRI image appears to be the liver.✅
2）Gemini: The liver.✅
3）CheXagent: The largest organ in the picture is the heart. ❌
4）RadFM: Liver.✅
5）Med-Flamingo: Liver. The largest organ in the picture is the liver. The liver is the largest organ in the body. It is located in the upper-right 
abdominal cavity. It is the largest organ in the body and is the second largest organ in the body. It is the largest organ in the body ✅
6）XrayGPT: The large organ that is visible in the picture is the stomach. It appears that there are two ultrasound images of the stomach in the 
picture, but it is not clear whether they are real or are part of an imaging test. If you can provide more information about the patient and the 
specific location of the ultrasound images, I can try to give you a more detailed answer. Hope this answers your question. If you have any further 
questions, please feel free to write. ❌

(a) Case for Anatomical Perception

Question: Select the group that best describes the peripheral blood cell image:
a) Lymphocytes
b) Monocytes
c) Platelets
d) Basophils
Standard Answer: a
Model Output:
1）GPT-4V: b) Monocytes ❌
2）Gemini: b) Monocytes❌
3）CheXagent: b) Monocytes❌
4）RadFM: a) Lymphocytes ✅
5）Med-Flamingo: a) Lymphocytes ✅
6）XrayGPT: c) Platelets ❌

Question: Where is monopolar_curved_scissors located? 
Standard Answer: bottom
Model Output:
1）GPT-4V: The monopolar curved scissors are located at the bottom right of the image, with black and silver handles and tips pointing to the left 
side of the image.✅
2）Gemini: The monopolar_curved_scissors are located on the left side of the image.❌
3）CheXagent: The monopolar_curved_scissors is located at the distal end of the esophagus. ❌
4）RadFM: Proximal.❌
5）Med-Flamingo: In the right lower quadrant. ❖ Image 10.1. 10.1 Monopolar Curved Scissors 10.1.1 Indications • Dissection of the colon
 and rectum. • Dis ❌
6）XrayGPT: Hi, the monopolar curved scissors are used for cutting off excess fluid that is collected in the pleural cavity. This can be caused due 
to an infection in the lungs. The fluid may also be due to accumulation in the sacs, called pericardium. The fluid in the pericardium is usually not a 
cause of concern.However, if there is too much fluid in the pericardium it can compress the heart leading to dysfunction. In some cases it can 
even lead to cardiac rupture. Therefore, a Chest X-ray is done to rule out any fluid collection. Hope I have answered your query. Let me know if I 
can assist you further. ❌

(b) Case for Attribute Perception

(c) Case for Spatial and Quantitative Perception

Figure 12: Case study for perception.

Question: Does the image show Cancer-associated Stroma (STR)?
Standard Answer: No
Model Output:
1）GPT-4V: I will review the image you've uploaded to determine if it shows Cancer-associated Stroma (STR). Let's proceed to 
examine the image. No, the image does not show Cancer-associated Stroma (STR). ✅
2）Gemini: Yes❌
3）CheXagent: No ✅
4）RadFM: no ❌
5）Med-Flamingo:  Yes ❌
6）XrayGPT: Hi, the image shows STR and a proliferation of stroma cells that are associated with malignant growth and are 
responsible for its development and maintenance. Stroma cells are cells that encapsulate and protect growing tumor cells, and are 
thought to be responsible for the initiation and proliferation of cancer. A variety of stroma cells with a variety of functions have been 
identified and described. ❌

Question: What is the severity level of diabetic retinopathy in this retinal fundus image?
a) Level 0
b) Level 1
c) Level 2
d) Level 3
Standard Answer: a
Model Output:
1）GPT-4V: a) Level 0 ✅
2）Gemini: c) Level 2
3）CheXagent: b) Level 1 ❌
4）RadFM: a) Level 0 ✅
5）Med-Flamingo: c) Level 2 ❌
6）XrayGPT: a) Level 0 ✅

(a) Case for Disease Identification

(b) Case for Spatial and Staging Assessment

Figure 13: Case study for diagnosis.



Question: A 42-year-old patient is referred for recurrent erosion syndrome after several bouts of painful epithelial erosion. His refraction has 
been changing.  His anterior segment photo is provided. Which is most likely true about his refraction?
a) It will likely stabilize without any surgery if the corneal epithelium stops eroding.
b) It will likely get progressively hyperopic without any surgery.
c) It will likely get progressively myopic without any surgery.
d) Central photo therapeutic keratectomy (PTK), if performed, should contribute to further myopia.
Standard Answer: c
Model Output:
1）GPT-4V: a) It will likely stabilize without any surgery if the corneal epithelium stops eroding. ❌
2）Gemini: b) It will likely get progressively hyperopic without any surgery.❌
3）CheXagent: c) It will likely get progressively myopic without any surgery. ✅
4）RadFM: His refraction has been changing. His anterior segment photo is provided. ❌
5）Med-Flamingo: a. 10.  A 42-year-old patient is referred for recurrent erosion syndrome after several bouts of painful epithelial erosion. 
His refraction has been changing. His anterior segment photo is provided. Which is most likely true about his ref ❌
6）XrayGPT: Hello, I have studied your case and would recommend a detailed eye examination. The best treatment for your condition will 
be to take a close look at your cornea and prescribe you the right lenses. If you do not have any vision loss then you need not worry much.  A 
change in refraction can happen in patients with long term use of certain types of contact lenses. So please take care of your lenses and get 
them checked for any scratches or dirt. If you have any visual impairment then you need to correct the same as soon as possible. Hope this 
answers your query. If you have additional questions or follow-up queries then please do not hesitate in writing to us. I will be happy to 
answer your queries. Wishing you good health. Take care.❌

Question: Generate free-text radiology reports for the entered chest X-ray images.
Standard Answer: a
Model Output:
1）GPT-4V: The cardiomediastinal silhouette is normal in size and contour. The lungs are clear bilaterally without any evidence of focal 
airspace disease, pleural effusion, or pneumothorax. The bony structures and soft tissues are unremarkable. There is no evidence of anterior 
or posterior mediastinal widening. The lung fields are clear without any evidence of consolidation or mass. No pleural effusions or 
pneumothoraces are seen. The bony structures are intact without acute abnormalities. (R-L: 0.235)
2）Gemini: No obvious acute cardiopulmonary process. (R-L: 0.074)
3）CheXagent: No acute cardiopulmonary process.  (R-L: 0.077)
4）RadFM: The system does not provide a specific interpretation or diagnosis. The physician can browse through a series of chest X-ray 
images and select one that best represents the patient's current condition. The physician can also provide her own description of the X-ray 
findings. (R-L: 0.036)
5）Med-Flamingo: The chest X-ray image shows a normal cardiac silhouette. The lungs are clear. The heart size is normal. (R-L: 0.216)
6）XrayGPT: The radiology reports can be generated in minutes. Get an instant PDF or HTML output. No software required. Get your 
radiology reports today with our online radiology services. Get the best radiology reports with our affordable online services. Our reports can 
be customized to meet your specific requirements. Contact us today to get the best online radiology services. (R-L: 0.034)

(a) Case for Prognosis

(h) Case for Report Generation

Question: A 41-year-old patient with a refraction of -4.00 diopters sphere OU desires refractive surgery. He reports an eye injury from cutting 
ceramic tile 10 years ago. The eye is normal other than a sliver of white foreign body in the posterior, paracentral cornea. The foreign body is 
719 um long, and there are 335 microns between the epithelium and anterior point of the foreign body. Descemet’s is intact. 
Which method of refractive surgery would be the best option?
a) PRK
b) LASIK
c) SMILE
d) Femtosecond laser-assisted refractive lens exchange
Standard Answer: a
Model Output:
1）GPT-4V: a) PRK ✅
2）Gemini: b) LASIK❌
3）CheXagent: b) LASIK ❌
4）RadFM: (FS-LARS) would be the best option. ❌
5）Med-Flamingo: a) PRK 1. The patient has a history of a foreign body in the cornea. ✅
6）XrayGPT: Hello, Since there is a foreign body lodged in the cornea, PRK and LASIK are out of the question. A femtosecond laser should 
be used to remove the foreign body in the posterior and paracentral region of the cornea. Then SMILE can be done for the rest of the cornea. 
Hope I have answered your query. Let me know if I can assist you further. ❌

(g) Case Failed Prognosis

Figure 14: Case study for planning. R-L represents the ROUGE-L score.

Figure 15: Comparison of Med-MLLMs on our benchmark.



Table 7: Accuracy of models across different specialties.

Model Card Derm Endo Gastro GenSurg Hem Immun Neurol
Doctor1 0.636 0.711 0.500 0.542 0.500 0.600 0.483 0.450
Doctor2 0.714 0.400 0.462 0.647 0.450 0.500 0.379 0.560
Doctor3 0.600 0.375 0.800 0.571 0.550 0.400 0.481 0.350
Meta-Doctor 0.674 0.662 0.486 0.764 0.638 0.627 0.557 0.625
GPT-4V 0.571 0.627 0.440 0.598 0.508 0.454 0.633 0.598
GPT-4o 0.561 0.609 0.560 0.619 0.292 0.505 0.733 0.611
Gemini 0.390 0.361 0.400 0.459 0.292 0.399 0.500 0.463
CheXagent 0.322 0.308 0.240 0.314 0.369 0.300 0.167 0.236
RadFM 0.346 0.201 0.120 0.340 0.515 0.267 0.133 0.319
Med-Flamingo 0.327 0.237 0.080 0.309 0.238 0.289 0.200 0.266
XrayGPT 0.205 0.201 0.040 0.134 0.115 0.147 0.167 0.131
Claude3.5Sonnet 0.229 0.095 0.040 0.268 0.331 0.040 0.000 0.240
BiomedGPT-B 0.127 0.136 0.000 0.098 0.192 0.103 0.000 0.035

Model ObsGyn Ophth Orth Oto Path Pulm Urol Avg Var
Doctor1 0.455 0.800 0.423 0.800 0.474 0.500 0.636 0.574 0.014
Doctor2 0.500 0.846 0.500 0.286 0.333 0.500 0.750 0.538 0.023
Doctor3 0.750 0.737 0.500 0.500 0.400 0.600 0.722 0.578 0.020
Meta-Doctor 0.667 0.756 0.600 0.448 0.581 0.689 0.700 0.641 0.007
GPT-4V 0.600 0.507 0.726 0.286 0.481 0.536 0.497 0.543 0.010
GPT-4o 0.660 0.267 0.700 0.250 0.291 0.520 0.337 0.477 0.026
Gemini 0.450 0.496 0.484 0.143 0.400 0.480 0.325 0.428 0.008
CheXagent 0.260 0.437 0.326 0.107 0.326 0.440 0.313 0.343 0.007
RadFM 0.240 0.299 0.321 0.214 0.314 0.291 0.282 0.302 0.009
Med-Flamingo 0.260 0.425 0.274 0.214 0.286 0.347 0.215 0.302 0.006
XrayGPT 0.120 0.214 0.158 0.107 0.128 0.113 0.141 0.148 0.002
Claude3.5Sonnet 0.060 0.053 0.132 0.214 0.067 0.158 0.110 0.136 0.009
BiomedGPT-B 0.070 0.126 0.016 0.036 0.072 0.104 0.018 0.090 0.003
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