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Abstract— Wireless sensor networks (WSNs) have expanded
their monitoring and tracking applications into wide areas, such
as civil, military, and aerospace fields. Despite their important
role, their performance under harsh conditions still remains
to be improved. Specifically, when a WSN suffers congestion,
the base station (BS) can hardly receive any data from the far-
away sensor nodes while it still gets a moderate amount of data
from the near-by nodes. Since the goal of WSN applications
is to monitor the whole designated area, such unfairness is not
acceptable. In addition, the average latency during congestion is
intolerably long, failing the data freshness requirement of WSN
applications. Although the fairness and latency performance
of congested WSNs is very crucial for WSN applications, their
degradation during congestion is usually ignored by most cur-
rent congestion control methods which focus more on avoiding
or recovering from congestion rather than on the congestion
process itself. To improve the performance during congestion,
we propose a multi-queue-LIFO (Last-In, First-Out) approach.
Instead of the intuitively and frequently employed FIFO (First-
In, First-Out), we are the first to use LIFO to improve delay and
fairness in congested WSNs. To further enhance the fairness
performance, we divide the single queue in each node into mul-
tiple weighted sub-queues logically, and forward packets in each
sub-queue based on its weight. This method balances the data
reception from other nodes at the BS. Both theoretical analysis
and extensive experiments verify the performance improvement
of our approach.
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1. INTRODUCTION
Wireless sensor networks (WSNs) are composed of many
low-cost wireless sensor nodes. These sensor nodes are
distributed in the designated region and self-organize into a
wireless network. They are used in many applications for
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monitoring or tracking events of interest in the regions [1].
WSNs can also facilitate the aerospace applications, such
as space exploration [2]. For example, it is difficult to
monitor the moon where human cannot normally act. The
current methods are using remote sensing satellites and mo-
bile robots [2]. Nevertheless, these methods are expensive
and cannot retrieve detailed data about a large region. Hence,
deploying WSNs on the moon to collect the environmental
information, such as temperature, sunlight intensity, and
seismic status, is more efficient.

The data generated by each sensor node that record the physi-
cal events of interest on the region are required to be promptly
transmitted to the BS (base station) [1]. The applications
fail if the BS receives less data generated from the far-away
sensor nodes than those from the near-by sensor nodes in
a required period, or if the data cannot arrive at the BS in
time. As the experiments in [3] show, the congested sensor
network mostly delivers data from nodes one hop away from
the sink, hence it is very unfair for far-away sensor nodes.
In addition, the average delay of transmitting the data to the
BS becomes very long for WSN applications. Although,
under normal conditions, the failure will not occur, it happens
when congestion takes place. Nevertheless, congestion is
inevitable in WSNs, due to the unstable environment of wire-
less communications and the traffic dynamics (traffic burst
and many-to-one multi-hop traffic load) [3]. In aerospace
applications, the environment may be more unstable and thus
the congestion will be more likely to happen.

Despite that congestion is unavoidable, many current
congestion-related methods are still proposed to settle the
congestion problem in WSNs [3] [4] [5]. Unfortunately,
they usually ignore the performance during congestion. For
example, the congestion avoidance and congestion recovery
methods either try to avoid or recover from the congestion,
hence they can do nothing to the performance degradation
but wait for recovery when congestion does take place. Actu-
ally, performance degradation during congestion cannot be
dismissed in WSN applications. All the data collected in
the WSN are real-time and should be delivered in time, and
persistent packet drop from the same sensor nodes means
blind points in their monitored areas.

In addition, no method considers improving the congestion
performance of WSNs in the aspect of the queueing mech-
anism at the network layer. No LIFO (Last-In, First-Out)
queueing mechanism at the network layer is considered for
WSNs, while most existing WSNs use FIFO (First-In, First-
Out) intuitively [6] [7] [8] [9]. The traditional networks
usually enforce FIFO instead of LIFO because they employ
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TCP protocols and thus require proper packet order to indi-
cate packet drop and the corresponding retransmissions [10].
However, WSNs do not have to use FIFO instead of LIFO
because they seldom use TCP protocols, and the crucial com-
munication protocols are the medium access control (MAC)
and routing protocols [6].

In this paper, we attack the performance degradation chal-
lenge during network congestion for WSNs with multi-
queue-LIFO approach. Unlike most existing mechanisms
that rely heavily on controlling the packet sending rate (flow
control) [3] [4] so as to avoid congestion, our approach is
triggered once congestion happens. Instead of using the
more traditional and intuitive FIFO in WSNs, we are the
first to employ LIFO (Last-In, First-Out) queueing mech-
anism to enhance the delay and fairness among the nodes
purely in the network layer. We avoid adjusting the packet
sending rate because it is generally determined by the WSN
monitoring environment and application parameters, which,
once programmed into sensor nodes, require extra efforts and
resource to get changed or updated [11]. As a result, our
approach is practical regarding all existing WSN applications.
In addition, LIFO works better than FIFO for the real-time
properties of WSN applications because it achieves shorter
delay in congested situations, especially when the customers
(packets in WSNs) are limited by a deadline [12]. With LIFO,
the newer packets can be served sooner and older customers
will more likely be timed out and dropped.

In addition, LIFO and our multi-queue algorithms improve
the fairness performance. It is fairest if the BS can receive
equal amount of data from each sensor node. In congested
FIFO WSNs, the packets from far-away nodes may time out
on the way to the BS because they cannot transmit until the
previous packets’ transmissions are completed, which may
take very long time when congestion happens. In the same
scenario, with LIFO, they do not have to wait for the previous
packets and have a better chance to arrive at the BS. The
multi-queue algorithm in a node divides the physical queue
into several logical sub-queues. Each sub-queue is distributed
to the node’s each child node. Then based on the packet
arrival rates from its child nodes, each sub-queue is assigned
the corresponding weight. Packets in sub-queues with higher
weights are given higher priority in serving, and thus fairness
is further improved.

The rest of the paper is organized as follows. Section 2 intro-
duces the related work. Section 3 proposes LIFO queueing
mechanism in overloaded WSNs and verifies that it improves
the delay and fairness performance during congestion. Sec-
tion 4 proposes a multi-queue algorithm and proves it fairness
advantages over single queue. Simulation results are provided
in Section 5. Finally, Section 6 concludes the paper.

2. RELATED WORK
Many mature theoretical results of congested queueing sys-
tems have been developed. Doshi and Heffes study the
overload performance under a variety of buffering disciplines
in star-shaped distributed systems [13]. They also analyze
the congested performance of various queueing disciplines
for an M/M/l queue, and show that LIFO achieves a much
shorter delay than FIFO [12]. Movaghar studies two different
queueing systems with m servers [14]. They are either
based on a single queueing system or on star-shaped systems,
and cannot be applied to study congested WSNs. Jackson
networks do not work for congested WSNs as WSNs do

not follow speJackson networks [15]. In a Jackson network,
the utilization of all of the queues is less than 1 whereas in
congested WSNs at least one queue’s utilization is 1.

To mitigate the congestion in overloaded WSNs, Wan et al.
[4] propose CODA (COngestion Detection and Avoidance)
to detect and avoid congestion. Later, Bret et al. [3] propose
three congestion control techniques that span transport layer
to MAC layer of the traditional protocol stack. Specifically, to
handle the congestion caused by the many-to-one multi-hop
traffic pattern of WSNs, Wan et al. [5] employ a small number
of wireless and multi-radio virtual sinks to scale the heavy
traffic loads. Schmitt et al. [16] propose a simple strategy
that always gives strict priority to flows that have had a longer
path from the BS, and achieve a good balance of response
times across the sensor field. While these methods alleviate
the congestion, they disregard the real-time requirement on
sensor data and ignore the performance degradation during
congestion. In addition, no method in respect of queueing-
mechanisms is considered for the congestion problems in
WSNs. Hence, we design a queueing method that helps
improve the performance degradation during congestion.

Although there exists no study on queueing systems in con-
gested WSNs, Mathur and Apte propose an analytical model
to study the performance of LIFO and FIFO in overloaded
Web services with impatient customers [17]. They show
that both throughput and response time of LIFO are better
than those of FIFO. However, the customers may feel unfair
compared with using FIFO in gaining Web services. This
kind of unfairness is not the concern of WSNs in which
each customer is a sensor node. As long as it can have
its collected data received by the BS within the required
deadline, it does not care about LIFO or FIFO. Furthermore,
the communication topology in WSNs is different from that
in Web services. Therefore, we propose to use LIFO and
prove that LIFO suits overloaded WSNs very well.

Since LIFO achieves shorter delay than FIFO in simple con-
gested queueing systems and overloaded Web services, and
the above congestion control mechanisms cannot improve the
congestion performance, we are inspired to use LIFO instead
of FIFO to improve both the delay and fairness performance
in congested WSNs.

3. LIFO QUEUEING MECHANISM FOR
CONGESTED WSNS

Without loss of generality, we take WSNs that perform
monitoring applications as an example. In WSNs, packets
coming from the upper layers will be queued at the network
layer before being served by the MAC layer. We focus on
the first two of the three main factors that affect the queueing:
the data generation interval at each node in the application
layer (Ti), the deadline of data freshness (Td) required in
WSN applications, and the queue size (Qs). In resource-
limited sensor node, we assume Qs is a constant value (E.g.,
30) for two reasons: the queue size is limited and not liable
to be changed or adjusted; the results in [12] indicate that
Qs and Td exert similar influence in packet drop, so do our
experiments. In this section, we analyze LIFO queueing
mechanism for congested WSNs and show its improvement
in delay and fairness.

Delay analysis

According to the well-established and frequently-used LIFO
and FIFO comparison theory in a congested M/M/1 queue
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[12], LIFO achieves much better delay performance than that
of FIFO, whereas the throughput performance differs little
because the congested networks are saturated.

For node i, let Li be the average delay of all the packets
served in the LIFO queue, and Fi be the average delay if node
i employs FIFO queue instead. Then Li ≤ Fi.

The average delay of interconnected queues in LIFO net-
works and FIFO networks is

TL =
∑
i

Li (1)

TF =
∑
i

Fi (2)

respectively. Then it follows that TL ≤ TF .

Therefore, LIFO achieves much better delay performance
than FIFO in congested WSNs.

Fairness definition

In the traditional notion, LIFO is not fair to all the customers
that enter the queue [17]. Later comers could get served much
earlier while earlier comers might time out and get refused.
However, the fairness in WSNs is considered not in aspect of
each customer but in aspect of the application goal, i.e., the
BS should receive the same amount of real-time data from
each deployed node in time. As long as the BS can receive
the expected data to monitor the whole area in time, it does
not care which discipline each node is using.

In a time interval T , suppose the BS receives xi packets from
the i-th node, i ∈ {1, · · · , N}, and N is the number of nodes
in the WSN. Then the fairness index [18] of the WSN is
defined as:

f(x) =
(
∑N

i=1 xi)
2

N
∑N

i=1 xi
2
, xi ≥ 0. (3)

If xi is equal to each other, then the fairness index is 1
(fairest). Otherwise, the larger the difference among them,
the smaller is the fairness index. When

∑N
i=1 xi is a fixed

number, it is very unfair if some nodes have no packets
received by the BS. This is the case we should avoid, but it is
very likely to happen in congested FIFO WSNs.

Fairness analysis

In congested WSNs, FIFO is unfair to nodes that are far away
from the BS. Packets generated by these nodes may never
arrive at the BS at all. LIFO is fairer because they are able
to arrive at the BS with a higher probability (not 0). Next we
prove this.

Let R be a multi-hop path to the BS. In the path R node m
is m hops away from the BS, ∀m ∈ {1, · · · ,H}, and H is
the maximum hops away from the BS. We assume that each
node follows M/M/1 mechanism, i.e. the packets arrivals
are a Poisson process (the mean arrival interval is Ti), the
service times are exponentially distributed (the mean service
time is Ts), there is one server, the length of queue in which
arriving packets wait before being served is infinite, and the
population of packets available to join the system is infinite.

The queue utilization of node m is ρm = Tsm/Tim. In
congested WSNs, ρm ≥ 1, ∀m ∈ {1, · · · ,H}.

Node H is farthest from the BS, and we calculate the conges-
tion condition that its first packet PH1 can never arrive at the
BS if we employ FIFO.

Suppose node H’s first packets takes time tH (It could be
TsH ) to be served, then before it arrives at node (H − 1) to
be forwarded (served), node (H − 1) has already generated
P(H−1) = tH/Ti(H−1) packets.

After packet PH1 arrives at node (H−1), it takes node (H−1)
extra time tH−1 = Ts(H−1)(P(H−1) +1)− tH before packet
PH1 arrives at node (H − 2).

By this time, node (H − 2) has generated P(H−2) = (tH +
tH−1)/Ti(H−2) packets, and it takes node (H − 2) extra time
tH−2 = Ts(H−2)(P(H−2)+P(H−1)+1)− tH − tH−1 before
packet PH1 arrives at node (H − 3).

Finally, node 1 has generated P1 = (
∑H

m=2 tm)/Ti1 packets
by the time packet PH1 arrives at it, and it takes node 1 extra
time

t1 = Ts1(
H−1∑
m=1

Pm + 1)−
H∑

m=2

tm. (4)

In total, packet PH1 has to wait time

T =

H∑
m=1

tm (5)

until it arrives at the BS. When ρm is very high and Td is
small, T > Td holds, i.e., packet PH1 has stayed in the
network for so long a period that it fails the deadline and is
dropped before arrival at the BS. As a result, the first packet
generated by the farthest node cannot arrive at the BS, let
alone the packets afterwards because the network is getting
more congested.

On the other hand, if we employ LIFO, no matter what ρm
and Td is, unlike FIFO situation, the probability that the
packet PH1 arrives at the BS is not 0. Since each time packet
PH1 arrives at the forwarding node m, it is enqueued as the
first one in the queue and gains the highest priority. Although
it has to wait a certain period of time (Tsm/2 in average) for
node m to finish sending the current packet, the probability
that it will not be preempted by the new arrivals in this period
is about

2Tim/Tsm. (6)

Finally, the probability that it will always be served at each
forwarding node without being preempted and thus arrive at
the BS is

H−1∏
m=1

{2Tim/Tsm}. (7)

It is not 0, and thus LIFO is fairer than FIFO for the far-away
nodes.

Fairness case study

Specifically, we take a simple WSN shown in Figure. 1 as an
example. Considering the case that the WSN employs FIFO,
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Figure 1. Three-node topology of a WSN.
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Figure 2. Queue status in the overloaded FIFO WSN with
topology shown in Figure. 1.

node 3 that is farthest from the BS may never have any data
received by the BS. In the example shown in Figure. 2, Ts =
3s, Ti = 1s. Td = 30s. The 3-node WSN is overloaded
(because Ts/Ti > 1) and will congest in a short period.
Suppose each parent node finishes transmitting its packet a
little moment earlier than receiving the forwarding packets
from its child. Then at 3s, node 1 has already generated 3
packets, and its first packet has got served and arrived at the
BS, and node 2’s first packet is enqueued at the tail of node
1’s queue. As time goes by, all the queues are enqueued
with more and more packets. Since each forwarded packet
is queued at the tail of its parent’s queue, packets from far-
away nodes will experience more and more packets ahead of
them each time they get nearer to the BS. This process is also
depicted in Figure. 2. Observing the circled packet, i.e., the
first packet generated by node 3, it takes 3s for it to arrive at
the queue of node 2, but it takes another 9s for it to arrive at
node 1’s queue. By the time it arrives at node 1 at time 12s, it
is enqueued at the tail of the queue as the 12th packet. Then it
has to wait another 36s (i.e. 3× 12) to be the served by node
1. However, since the deadline is 30s, it cannot arrive at the
BS in time. As for node 3’s following packets, they will also
fail to arrive at the BS because the network will become more
congested by the time of their generation and forwarding.

In contrast, as proved, this unfairness will not happen in
congested LIFO WSNs as each time the packet arrives at
the forwarding node, it is enqueued at the head of the queue.
Figure. 3 shows the queueing process of the previous WSN in
Figure. 1 under LIFO. At time 12s the first packet (the circled
packet) generated by node 3 arrives at node 1’s queue as the
first packet, and thus will arrive at the BS at time 15s within
the deadline 30s.

Let us consider a more random service scenario for the
LIFO WSN in Figure. 1 in which the service time is not
a fixed value. In this case if one of node 3’s packet get
immediately served from node 3 and enters the queue of
node 2, it will not necessarily get immediate service from
node 2. Although this packet is enqueued to the head of the
queue by the time it enters, it might be preempted by other
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Figure 3. Queue status in the overloaded LIFO WSN with
topology shown in Figure. 1.

packets’ arrival during its waiting for the service. Even if
it is immediate served and forwarded to node 1, likewise, it
will not necessarily get immediate service from node 1. It is
a random process that whether a packet will get immediate
service or non-immediate service at each node. Therefore,
LIFO in queueing networks does not favor certain nodes,
but balances the unfairness of the single-queue LIFO during
multi-hop services.

4. MULTI-QUEUE QUEUEING MECHANISM
FOR CONGESTED WSNS

Although untraditionally employing the LIFO in WSNs im-
proves the congestion performance greatly, our multiple sub-
queue mechanism can further improve the fairness and en-
hance the the application reliability. Since the real sensor
node only has a single queue, the multiple sub-queues are
maintained logically and thus is easy to implement without
extra hardware requirement.

Fairness analysis

The communication topology of WSNs works like a tree
as shown in Figure. 4. In a WSN with 1 BS and N
sensor nodes, node ni has Ki children C1, C2, · · · , CKi ,
and i ∈ {1, 2, · · · , N}. Rooted at each child node Cz is a
subtree also called Cz . The size of the subtree is Wz , and
z ∈ {1, 2, · · · ,Ki}. As a special case, we include sensor
node ni as its own child corresponding to subtree ni with
size 1. Next, we prove that the network is unfair with single
queue mechanism.

Let the reception capacity of the BS be V , and the BS has
m0 1-hop children. Node nf is f -hop away from the BS.
Node ni is on the path from node nf to the BS, and it is
i-hop away from the BS, ∀i ∈ {, 1, 2, · · · , f}. mi is the
number of 1-hop children of ni, and i ∈ {1, 2, · · · , f}.
Then node n1 shares V/m0 reception capacity with the BS’s
other 1-hop children. Since n1 has m1 children, node n2 is
allocated V

m0∗m1
reception capacity. In this way, we get Ai,

the reception capacity allocation of each node ni, as follows:

Ai =
V

m0 ∗m1 ∗m2 ∗ · · · ∗mi−1
, ∀i ∈ {1, 2, · · · , f} (8)

4
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According to this equation, we find that the farther the node
is away from the BS, the lower the probability that its packets
are received by the BS. With our multi-queue mechanism,
each node is allocated V/N reception capacity and is there-
fore fairer. Next, we show the algorithm that achieves the
very fairness.

Multi-queue-LIFO algorithm

To explain our algorithm, we first take Figure. 4 an example.
In this figure, the BS has 3 subtrees rooted at its 3 child nodes,
the first subtree is rooted at node 7 with size 3, the second is
rooted at node 8 with size 6, and the third is rooted at node 9
with size 1. Larger subtree size means more data to be sent to
the parent node. When the network is not in congestion, it is
ideal that the child node with larger subtree will have more
data received by the BS. However, in congested situation,
since the MAC layer allows fair competition for the channel,
the BS will receive almost similar amount of packets from its
three children. As the reception capacity of the BS is V , then
each subtree is allocated V/3. Thus, each node in subtree 9 is
allocated V/3, each node in subtree 7 is allocated V/9. In the
subtree 8, node 8, 12, and 13 are allocated V/12, and node
14, 15, and 16 are allocated V/36. This is very unfair to the
nodes in subtree 8.

Our queueing mechanism cannot change the underlying un-
fairness caused by unbalanced deployment and routing. For
example, node 8 has a larger subtree than node 7 and 9.
However, our multi-queue mechanism can still improve the
fairness performance by giving higher capacity to packets
from larger subtrees, the probability of forwarding packets
from children is in proportion with the sizes of the subtrees
rooted at the children. In this way, data generated by each
node will obtain an equal chance of transmission at the
forwarding nodes. For example, the BS allocates its reception
capacity V to its children according to their subtree sizes. As
a result, subtree 7 is allocated 3V/10, subtree 8 is allocated
6V/10, and subtree 9 is allocated V/10. Finally, each node in
all the subtrees is allocated V/10 capacity. It is much fairer
than just relying on LIFO or FIFO disciplines.

Actually, sensor node is equipped with limited resources, and
it is impractical to implement real multiple queues at each
node for its child nodes. Therefore, we only implement
one real queue at each node, but maintain a logical multi-
queue for each subtree. In the real queue of node ni with
Ki children, we allocate a sub-queue SubQz for packets sent
from each subtree Cz , and z ∈ {0, 1, 2, · · · ,Ki}. The subtree
size is Wz . Each time node ni is going to send a packet,
it will first select a sub-queue to dequeue the packet rather
than dequeue directly from the real queue. The probability
Pz that node ni dequeues and forwards packet in sub-queue
SubQz is in proportion with the corresponding tree size Wz ,

Algorithm 1 Multi-queue-LIFO algorithm at node ni.
1: calculate Wz , ∀z ∈ {0, 1, 2, · · · ,Ki}.
2: while true. do
3: if node ni finishes the current forwarding. then
4: remove timeout packets from the queue.
5: if node ni’s queue is not empty. then
6: dequeue a packet from the head of SubQz with probabil-

ity Pz, ∀z ∈ {0, 1, 2, · · · ,Ki}.
7: end if
8: end if
9: if a packet arrives at node ni. then
10: remove timeout packets from the queue.
11: if the queue is full. then
12: randomly drop the last packet of a sub-queue.
13: end if
14: enqueue the packet to the head of the queue and updates

the corresponding sub-queue.
15: end if
16: end while

i.e., Pz = Wz/
∑Ki

0 Wj . By controlling the number of
packets to be forwarded for each sub-queue, the fairness is
improved. The multi-queue-LIFO algorithm at node ni is
shown in Algorithm 1.

5. PERFORMANCE EVALUATION
We use the popular freeware network simulator ns2 as the
simulation environment [9]. We conduct the performance
evaluation in congested networks of different sizes: from
121-node networks to 400-node networks. Their results are
similar, and for the sake of conciseness, we only demon-
strate the results of 196-node networks with two different
topologies. These network scenarios are generated by the
setdest tool of ns2 [9]. Nodes are randomly distributed
and connected. In the following, the queue size is fixed as
30. Under the impact of deadline Td and data generation
interval Ti, we compare the delay and fairness performance
of four mechanisms: single-queue-FIFO, single-queue-LIFO,
multi-queue-FIFO, and multi-queue-LIFO. The former two
implement a single queue, and the latter two implement our
proposed multiple sub-queues. We do not compare their
throughput performances which are similar in saturated net-
works (both the well-established theory and our experiments
confirm this).

Delay

Delay is calculated from the time a data is generated to the
time it is received by the BS. We calculated the average
delay of all the packets received by the BS in two 196-node
network topologies. Figure. 5 and 7 show that when Td is
increasing, the delay of all the four mechanisms is increasing,
and the delay of FIFO mechanisms increases much faster. It
is obvious because the data are allowed to stay in the network
for a longer time and FIFO performs much poorer than LIFO
in overloaded situations. In Figure. 6 and Figure. 8, when
the Ti rises, the delay of FIFO mechanisms tend to converge
with the delay of LIFO mechanisms. It is reasonable because
the traffic load becomes lighter when Ti increases. If the
Ti increases to a large enough value when no congestion
happens, then the throughput is 1, and the delay performance
of LIFO and FIFO should be the same. When Ti = 300s,
the throughput of Topology I and II is very close to 1: about
0.7 and 0.91 respectively according to my experiment results.
According to Figure. 10 and Figure. 12, the fairness index
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Figure 5. Delay comparison with Ti = 200s in 196-node
network topology I.

 50

 100

 150

 200

 250

 300

 350

 400

 100  150  200  250  300

D
el

ay
 (

s)

Data generation interval Ti (s)

single-queue-FIFO
single-queue-LIFO
multi-queue-FIFO
multi-queue-LIFO

Figure 6. Delay comparison with Td = 400s in 196-node
network topology I.

increases with Ti, which means that more packets from far-
away nodes are received, thus the LIFO delay increases. In
all these figures, we notice that the delay of single-queue-
FIFO and multi-queue-FIFO is much higher than that of
single-queue-LIFO and multi-queue-LIFO respectively. In
addition, the delay of multi-queue mechanisms is a little
higher than that of single queue mechanisms because multi-
queue mechanism is fairer and could transmit more data for
far-away nodes. This slight delay increase is traded off by
multi-queue’s fairness improvement.

Fairness

In Figure. 9, as Td increases, the fairness index defined in
Equation 3 of all the four mechanisms increases because
when the data can stay in the network for a longer time.
Because LIFO is fairer than FIFO, the fairness index of
LIFO mechanisms is about 30% higher than that of FIFO
mechanisms when Td = 300, and it about 20% higher when
Td = 550. In addition, the increase rate of LIFO mechanisms
is lower than that of FIFO mechanisms, which means that
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Figure 7. Delay comparison with Ti = 200s in 196-node
network topology II.
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Figure 8. Delay comparison with Td = 400s in 196-node
network topology II.

LIFO is more robust than FIFO when the deadline changes.
Furthermore, the fairness index of multi-queue-FIFO is about
10% higher than that of single-queue-FIFO while the fairness
index of multi-queue-LIFO is about 6% higher than that of
single-queue-LIFO. This demonstrates that the multi-queue
mechanism also improves the fairness performance. When
there is no congestion, the fairness index is 1. In Figure.
10, the traffic load becomes lighter with Ti increasing, and
thus the fairness index of all the mechanisms improves to
approach to 1. Figure. 11 and Figure. 12 show the
fairness index of another topology, they also demonstrate that
LIFO and multiple sub-queues lead to better fairness. The
difference is that the fairness index of the second topology
is higher than the first one because the second topology is
more balanced and performs better in respect of throughput
according to the topology and throughput comparison done
in the experiments.
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Figure 9. Fairness comparison with Ti = 200s in 196-node
network topology I.
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Figure 10. Fairness comparison with Td = 400s in 196-node
network topology I.

6. CONCLUSION
In this paper, out of the usual FIFO intuition, we improve
the delay and fairness performance of congested WSNs by
the multi-queue-LIFO mechanism. First we prove that LIFO
provides better delay and fairness performance than tradi-
tional employed FIFO in congested WSNs. Then to further
improve fairness, we implement a multi-queue algorithm by
dividing the real queue of a node into multiple sub-queues and
adjusting the serving probability for packets from different
sub-queues. We compare our multi-queue-LIFO mechanism
with the other three mechanisms. The results confirm that
multi-queue-LIFO dramatically improves delay and fairness
performance while maintaining similar throughput.

In the future, we are interested in studying the queueing
mechanisms in which the deadline of the data is not all
the same. We also plan to implement the multi-queue-
LIFO mechanism in real WSNs because it requires no extra
hardware adjustment or application change.
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Figure 11. Fairness comparison with Ti = 200s in 196-node
network topology II.
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Figure 12. Fairness comparison with Td = 400s in 196-node
network topology II.
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