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Abstract

Previous work on recommender systems
mainly focus on fitting the ratings provided
by users. However, the response patterns,
i.e., some items are rated while others not,
are generally ignored. We argue that failing
to observe such response patterns can lead to
biased parameter estimation and sub-optimal
model performance. Although several pieces
of work have tried to model users’ response
patterns, they miss the effectiveness and in-
terpretability of the successful matrix factor-
ization collaborative filtering approaches. To
bridge the gap, in this paper, we unify ex-
plicit response models and PMF to estab-
lish the Response Aware Probabilistic Ma-
trix Factorization (RAPMF') framework. We
show that RAPMF subsumes PMF as a spe-
cial case. Empirically we demonstrate the
merits of RAPMF from various aspects.

1 Introduction

Recently, online music and video streaming services
have seen an explosive growth. As the user base and
contents expanding tremendously, recommender sys-
tems become crucial for service providers. Cloud-
based music streaming services such as iTunes Match,
Google Music, Yahoo! Music, Pandora, Songify, etc.
make it easier than ever to rate songs and buy new
music. With the rocketing growth of the number of
users, their explicit ratings become more and more ac-
cessible. Effective usage of these ratings can lead to
high quality recommendation, which is vital for the
cloud-based online streaming services. This is because
most services charge very little subscription fee, if not
none. The main income comes from the selling of mu-
sic. Nowadays, online streaming services often have a
large user base, so even if a small change in recommen-

dation quality may have dramatic effect on sales.

Due to immense market value, various recommen-
dation techniques have been proposed. Generally,
these approaches can be classified into neighborhood-
based methods and model-based methods. Typical
neighborhood-based approaches includes user-based
methods [1, 4] and item-based methods [3, 11, 25].
The state-of-the-art model-based methods include re-
stricted Boltzmann machines [24], SVD++ [8, 9],
Probabilistic Matrix Factorization (PMF) [22], and
multi-domain collaborative filtering [32], graphical
models [7], pair-wise tensor factorization [21], and ma-
trix factorization with social regularization [14], etc.

However, in real-world rating systems, users’ ratings
carry twofold information. Firstly the rating value in-
dicates a user’s preference on a particular item as well
as an item’s inherent features. The scores that a user
assigns to different items convey information on what
the user likes and what the user dislikes. The rat-
ing values that an item received from different users
also carry information on intrinsic properties of the
item. Second, the ratings also reveal users’ response
patterns, i.e., some items are rated while others not.
This information can be utilized to improve the model
performance. However, previously proposed methods
usually assume that all the users would rate all the in-
spected items, or more generally, randomly select in-
spected items to rate. These methods fit the users’
ratings directly and ignore the key factor, users’ re-
sponse patterns. The ignorance will degrade the model
performance. In this paper, we explore previously ig-
nored response information to further boost recom-
mender system’s quality.

Practically, the assumption of all inspection or ran-
domly rate is not true in real-world rating systems.
Users are unlikely to rate all the inspected items or
randomly select the inspected items to rate. Shown in
Figure 1(a) is the rating value distribution of the items
that users choose to rate, while Figure 1(b) shows
the distribution of ratings for randomly selected songs
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Figure 1: Distribution of ratings in a music web-

site [16].

from the same group of users. Clearly these two distri-
butions are very different. In the user selected ratings,
there are far more items with high ratings than that
in the randomly selected songs. This is compelling ev-
idence showing that the assumption that all the users
would rate all the inspected items or select random
items to rate is unlikely to be true. The investigation
of the Yahoo!LaunchCast data indicates that users are
more likely to rate items they do love and hate, but
not neutral [16, 26].

To further demonstrate the risk of incorrect parame-
ter estimation and biased rating prediction when ig-
noring the response information, we show an intu-
itive example of five users’ rating on five items in Ta-
ble 1, where the ratings are skewed to either 4 or 5.
Clearly, user-based approaches [1, 4] and item-based
approaches [3, 11, 25] are more likely to predict rat-
ing values in the range of 4 to 5. Similarly, ignoring
response information will cause the one-class issue for
model-based approaches [10, 17, 18]. In a real-world
recommender system, the case may not be as extreme
as is in Table 1. Nevertheless, the effect is similar.
By ignoring the response information, we will learn a
model that has bias.

Currently, there are two main streams of work try-
ing to solve the above response ignorance problem.
One line of work try to model the above phenomena
as a one-class collaborative filtering task [10, 17, 18].
A heuristic weight in the range of 0 to 1 is intro-
duced to calibrate the loss on those unseen ratings,
where the rating scores are set to zeros [17, 18]. Em-

Table 1: Skewed ratings on 5 items from 5 users

’ H item1 \ item?2 \ item3 \ item4 \ itemb ‘

userl 5 4

user2 5 4

user3 4 4

user4 5 5

userd 4 5

bedding user information is also adopted to optimize
the weight on the unseen ratings via users’ simi-
larity [10]. However, these methods do not model
the users’ missing response information together with
the ratings. The other line of work model the re-
sponse ignorance through missing data theory [13].
The multinomial mixture model is adopted to model
the non-random response [16]. The work is also ex-
tended for collaborative ranking [15]. These methods
model users’ response patterns and ratings via multi-
nomial mixture model, but they discard the effective-
ness and interpretability of the matrix factorization
approaches [8, 22].

To bridge this gap, we are the first to integrate
the users’ response patterns into PMF to establish
a unified framework, which we refer to as Response
Aware PMF (RAPMF). The response models we pro-
pose include the rating dominating response model,
and a generalized one, the context-aware response
model. We demonstrate the advantages of our pro-
posed RAPMF through detailed and fair experimental
comparison.

The rest of the paper is organized as follows. In Sec-
tion 2, we motivate the explicit modeling of user re-
sponses from a probabilistic point of view. In Sec-
tion 3, we present how to incorporate response models
into PMF and elaborate the proposed RAPMF model.
Empirical study and comparison with previous work is
conducted in Section 4. The paper is concluded in Sec-
tion 5.

2 Response and Missing Theory

Modeling response patterns have a strong incentive
from statistical missing data theory [13]. The response
patterns can be hidden [2, 6] or explicit. In recom-
mender system case, it is explicit. In the following,
we show that without modeling the response patterns
properly, we may learn a bias model.

2.1 Setup and Notation

Assume that we are given a partially observed N x M
matrix X, where N is the number of users and M is
the number of items, the (¢, j) element of X denotes
the rating assigned by user ¢ to item j in the scale
of 1 to D. Collaborative filtering approaches try to
recover the original full matrix X, to predict users’
preferences.

In the matrix X, an unobserved entry is denoted by 0.
Alternatively, we denote all the observations as a set
of triplets (4,j,x) € Q. Moreover, we define a com-
panion response indicator matrix R to denote whether
the corresponding rating is observed in X. If X;; # 0,



i.e., we have observed user i’s rating on item j, then
R;; = 1. Otherwise R;; = 0. Note that X is partially
observed while R is fully observed.

2.2 Missing Data Theory

Following missing data theory in [13], we model the
collaborative filtering data as a two-step procedure.
First, a data model P(X|0) generates the full data
matrix Xy,y. Then, a response model P(R|X, 1) de-
termines which elements in X, are observed. Hence,
we can take a parametric joint distribution on the ob-
served data matrix X and the response matrix R, con-
ditioned on the model parameters, 6 and pu.

P(R7X|u“’0) = P(R‘X,,LL,G)P(X“L,@) (1)
= P(R|X, p)P(X]0), (2)

where P(R|X, u) is also referred to as the missing data
model. In the following, we use response model and
missing data model interchangeably.

According to the missing data theory [13], there are
three kinds of missing data assumptions: 1) Miss-
ing Completely At Random (MCAR); 2) Missing
At Random (MAR), and 3) Not Missing At Ran-
dom (NMAR). MCAR has the strongest independence
assumption. Under the MCAR assumption, the miss-
ing mechanism cannot depend on the data in any way.
Whether we will observe a response is fully determined
by the parameter p and is irrelevant to the users’ rat-
ing, i.e.,

P(R|X, u) = P(R|p) 3)

One typical example where MCAR holds is that given
an inspected item, whether it will be observed is a
Bernoulli trail with probability u.

The MAR assumption is slightly different from the
MCAR assumption. Let Xy = (Xops, Xomis), 1€,
the full data matrix Xy, is separated into observed
data matrix X,;s and missing data matrix X,,;s. Un-
der the MAR assumption, the response probability de-
pends on the observed data and pu, i.e.,

P(R‘X, M) = P(RlXobsaM) (4)

Marlin and Zemel [15] refer to this as the probabil-
ity of observing a particular response only depending
on the observed elements of the data vector. The as-
sumption made by MAR may seem bizarre. However,
it comes up naturally if we want to ignore response
model and still learn unbiased data model parameters.
We demonstrate this in the following.

Let L£(u, 0| Xops, R) be the likelihood of p and 6 given
the observation X,,s and R. Under the MAR assump-

tion, we have

E(u’ 9|X0b87 R) = P(R7 Xobs|ﬂa 9)
P(R, X|p,0)dX s

P(RIX, 1) P(X0)d Xomis

mis

P(R|Xobsa.u)P(X|9)deis (5)
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R|Xobsa .u) /

(
Xomis
- P(R|Xobsnu‘)P(X0bS|0)
x  P(Xops|0).

I
o)

P(X(0)dX s

The key to marginalize the missing data is that the
missing data model depends only on the observed data,
i.e., MAR assumption in Eq. (4). Under the MCAR
assumption, we can simplify Eq. (5) similarly, which
only depends on p. Note that the assumption made by
MAR appears naturally in the derivation. This is the
independence assumption we cannot release anymore
without losing the ability to marginalize the complete
data model independently of missing data model.

If both MCAR and MAR fail to hold, then NMAR as-
sumption is made. Unlike MCAR and MAR, NMAR
requires an explicit response model in order to learn
unbiased model parameters. Otherwise, maximizing
P(Xops|0) directly can yield a biased 6. With only a
few exceptions [15, 16], nearly all the previous work
on recommender systems try to maximize the data
model directly [5, 14, 19, 22, 23]. In a typical rec-
ommender system, the data collected can easily violate
the MAR assumption. The distinct distribution of rat-
ing values on user selected items and randomly selected
items hints that the response pattern depends on not
only the observed data. Also, a survey on the Ya-
hoo! LanuchCast provides evidence that the response
probability might depend on the fondness of particular
items [16, 26].

3 Models and Analysis

In the following, we first review the Probabilistic Ma-
trix Factorization (PMF). After that, we present the
response aware PMF and show how it can incorporate
PMF with the response models. More specifically, we
introduce two response models, the rating dominant
response model and the context-aware response model.
The updating rules and complexity analysis are pro-
vided correspondingly.



3.1 Probabilistic Matrix Factorization

PMF [22] is one of the most famous matrix factor-
ization models in collaborative filtering, which de-
composes the partially observed data matrix X into
the product of two low-rank latent feature matrices,
U and V, where U € REXN v ¢ REXM  and
K < min(N, M).

By assuming Gaussian distribution on the residual
noise of observed data and placing Gaussian priors on
the latent feature matrices, PMF tries to maximize the
log-likelihood of the posterior distribution on the user
and item features as follows:

IVII%
208
(6)

This is equivalent to minimizing a squared loss with
regularization defined as follows:
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where \y = 02/0%, and Ay = 0% /0% are positive con-
stants to control the trade-off between the loss and the
regularization terms. | - ||% denotes the Frobenious
norm.

After training the PMF model via gradient descent
or stochastic gradient algorithms [22], the predicted
rating that user 7 would assign to item j can be com-
puted as the expected mean of the Gaussian distribu-
tion i‘ij = UzTVvJ

3.2 Response Aware PMF

In Sec. 2, we have demonstrated that by neglecting
response patterns, not only do we lose the potential
information that might boost the model performance,
but also can it lead to incorrect or biased parame-
ters estimation. Due to the effectiveness and inter-
pretability of PMF, we will unify it with explicit re-
sponse models, which we refer to as Response Aware
PMF (RAPMF).

Replacing 6 in Eq. (2) by the low-rank latent feature

matrices in PMF, we have

P(R,X|U,V,u,0%) = P(R|X,U,V, u,c>
(8)

The probability of full model, P(R, X|U,V, u,0?), is
decomposed into data model P(X|U,V,0?) and the
missing data model P(R|X,U,V, u,c?).

YP(X|U,V,0?).

3.3 Response Model

Modeling the missing data successfully requires a cor-
rect and tractable distribution on the response pat-
terns. Bernoulli distribution is an intuitive distribu-
tion to explain data missing phenomena [16]. De-
pending on whether users’ and items’ features are in-
corporated, we propose two response models, rating
dominant response model and context-aware response
model.

3.4 Rating Dominant Response Model

For the sake of simplification, we assume the proba-
bility that a user chooses to rate an item follows a
Bernoulli distribution given the rating assigned is k.
Hence, for a scale of 1 to D, the rating dominant re-
sponse model has D parameters p1, tia, - , Up-

If X is fully observed, then the response mechanism
can be modeled as [16]:

P(R|X,U,V,p,0%) = P(R|X, 1)
N M D [
i _1 o= L=
_HHH J Mk?)[ J 0])[ J k]’ (9)
i=1j=1k=1

where [r = 0] is an indicator variable that outputs 1
if the expression is valid and 0 otherwise. It is noted
that Eq. (9) adopts the “winner-take-all” scheme, i.e.,
a hard assignment scheme, to model users’ response
on a particular rating.

However, in real-world recommender system, the data
is not fully observed. The “winner-take-all” scheme
brings the risk of deteriorating assignment probability
when the data is recovered based on the learned model.
Hence, we adopt a soft assignment using probability
of the possible rating values in the response model as
follows:

P(RIX.U.V. p.0) = P(R|U.V. .0°)
N M
[ri;=1 S
- H H Z ] 'uk)[“] O])P(xij = k|U, V’Ug)v
i=1j=1k=1

(10)

where P(X|U,V,0?), the probability of X being as-
signed to k, can be set to N'(k|UTV,0?) as is in [22].

To relieve the inaccuracy issue when recovering the
original model, we further introduce a discount pa-
rameter 8 on the assignment probability

P(R|X,U,V,p,0%) = P(R|U,V, u,0?) (11)
N M D

o ITTT ™0 = s = (v, 02))7,
i=17=1 k=1

(12)



where the parameter 3, in the range of 0 to 1, can be
interpreted as the faith we have on the response model
relative to the data model. As 8 decreases, the effect of
the response model decreases correspondingly. When
8 =0, the RAPMF collapses to PMF.

More importantly, the expectations of Bernoulli dis-
tributions, ux’s should be in the range of 0 to 1. With
the performance consideration, the logistic function is
usually adopted to constrain the range of u’s [15],

1
1+ exp(—p)’

Similarly, we place a zero mean Gaussian prior on g
to regularize it.

g(pr) = k=1,...,D. (13)

Note that in Eq. (10), we use only one parameter for
each possible rating value, so all the users and items
share the same probability as long as the rating values
are the same. This is a simple approach to capture
the intuition that the rating assigned to an item may
influence the chance that it got rated. This motivates
us to name this model as rating dominant response
model. We refer to PMF with Rating dominate re-
sponse model as RAPMF-r.

By incorporating the response model in Eq. (12) and
the PFM model in Eq. (6) into RAPMF in Eq. (8), we
obtain the log-likelihood of the RAPMF-r as follows:

L(U,V, 02#)

1
=52210g Zam (KIUTV.0%)) = o >~
i=1 j=1 U”
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(14)

where C' denotes the constant terms and ay;; is defined
as

agig = (9() "= (1 = g(pg)) o =00). (15)
The gradient of £ with respect to U; is:

N(K|IUTV, a*)(UI'V; = k)V;
N(k|UTV, 02)
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Similarly, the gradient of £ with respect to Vj is:

oL _ ﬁfﬁ Sy kN (R[UTV, 0?)(ULV; — k)U;
oV, ; D N(K|UTV,02)

> k=1 ki
— Z Utv; -

xij)[ri; = 1JU; — AWV (17)

Both Eq. (16) and Eq. (17) consist of three terms.
The first term corresponds to the change due to the
response model, the second term is the change due to
the data model and third is a regularization to avoid
overfitting. Note that by adjusting 5, we effectively
alter the weight of the response model when updating
parameters.

Finally, the gradient of £ with respect to y; is

= S»>

=1 j=1

NUUTV,0?)g () (1) ="
Yy N (k[UTV, 02)

- AM/’” bl

(18)
where ¢'(z) is the derivative of the sigmoid function
@) Tn Ba. (16), (17), (18), A = 0/oB. hv =

o2/ UV and X, = /0 and a multiplicative constant
1 / o° is dropped in all three equations.

To learn model parameters, we alternatively update
U,V and p using the gradient algorithm with a learn-
ing rate 1 by maximizing the log-likelihood. First we
update U,V by

oL oL
Ui Ui + 15, ViV +n-—. (19)
oU; ! 7

Then using the updated U, V, we update y; by
oL
— U+ n—. 20
g (20)

Similar to PMF [22], we linearly map the rating val-
ues in [1, D] to [0,1] and pass Ul'V; through the sig-
moid function as defined in Eq. (13). To avoid clut-
tered notations, we drop all the logistic function in our
derivation process. After obtained the trained model,
we convert the expected value, g(UT'V;), back to the
scale of 1 to D and set it as the predicted score of user
i’s rating on item j.

3.5 Context aware response model

In real-world recommender systems, the probability of
an item being rated may not only depend on users’
rating score. Many factors affect the response proba-
bilities. For example, in a movie rating system, some
popular movies such as Titanic, Avatar, may have
much higher probability of being rated than a mediocre
movie. Moreover, the features of users and items may
contain group structure [30]. Omne may argue this
might be caused by the higher inspection rate, i.e.,
it is likely that a reputable movie is being watched
more than an obscure one. Nevertheless, it still makes
sense that some items may have higher chance of re-
ceiving a rating due to the high quality that a user will
not hesitate to rate it. In addition, different user may
have distinct rating habits. Some users might be more
willing to provide ratings in order to get high quality



recommendation. This is supported by the fact that
the number of ratings received from different users can
differ wildly in real-world deployed recommender sys-
tems.

To capture such factors, we generalize the rating dom-
inant response model by including both item features
and user features. To keep the model tractable and ef-
ficient, we introduce a linear combination of the item
features, user features and a constant related to the
rating scores and pass it through the logistic function
to model the response probability,

1
ik = T exp(— (0 + UT 00 + VI 6y))

(21)

We refer to Eq. (21) as context-aware response model,
in which the response probability is on a per-user-
item-rating basis. More sophisticated relationship def-
inition can be referred to [28, 29, 31]. The PMF
integrated with the context-aware response model is
named RAPMF-c. Note that by setting 6y and 0y
to zero, we can recover the rating dominant response

model in Eq. (13).

The log-likelihood of RAPMF-c is in the same struc-
ture as RAPMF-r. We only need to substitute py in
Eq. (15) by pi;r defined in Eq. (21). Similarly, the
gradients of £ with respect to U; and V; are

oL BZZletU’“J (K|UTV,0?)

oU; Y kN (K[UTV, 02)
Z —zi)ri; = 1)V — AoUs,  (22)
j=1

oL _ ,5225175‘/1«1] (k|UTV,0%)

0v; ? Y akigN (K[UTV, 02)
M
= UV = wij)ri; = 10U = AvV;, (23)
j=1

where the ty;; and tyy;; is defined as following

D=0y — i (UFV; — k)V;,
(24)

tukiy = 9 (pwiz) (—
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(25)
Correspondingly, the gradients of £ with respect to dy,

tvri; = 9 (priz ) (—
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*)\‘uev. (28)

To learn RAPMF-c, we adopt the alternatively updat-
ing scheme to maximize the log-likelihood, where the
updating rules of U and V are the same as those in
Eq. (19). After updating U and V', we update d;, Oy
and Oy by

U 19+77%,

where 9 is replaced by §;, Oy and 6y, respectively.

3.6 Complexity and Parallelization

The training complexity of RAPMF, O(MN), can be
quite time consuming compared with the PMF, which
is linear in number of observations, O(|Q|). However,
we argue that the time spent on training is worthy
since it can boost the model performance. More im-
portantly, the prediction complexity of RAPMEF is the
same as PMF, O(K), which can be taken as a constant
time given a moderate sized K. Since the training
procedure can be performed offline, RAPMF can ac-
commodate the hard response time constraint in real-
world deployed recommender systems due to the suc-
cinct prediction cost.

In addition, RAPMF can be speedup by paralleliza-
tion. The intensive computation cost, calculating the
gradients, can be decoupled and distributed to a clus-
ter of computers. It is also possible to use online learn-
ing to speed up the training process [12].

4 Experiments and Results

We conduct empirical evaluation to compare the per-
formance of PMF [22], CPT-v [16], Logit-vd [15], and
our RAPMF'. We try to answer the following questions:

1. How to collect data with benchmark response pat-
terns to evaluate the models fairly?



2. How to design experiment protocols to evaluate
the performance the models with and without re-
sponse models fairly?

3. How the compared models perform on the col-
lected data?

4. How the parameters, 8 and )\, affect the perfor-
mance of RAPMFE?

Section 4.1-4.4 answer the above questions, respec-
tively.

4.1 Datasets

We conduct our empirical analysis on two datasets: a
synthetic dataset and a real-world dataset, the Yahoo!
Music ratings for User Selected and Randomly Selected
songs, version 1.0 (Yahoo dataset)®.

Synthetic dataset. The data generation process con-
sists of two steps: generating full rating matrix and
generating response matrix. To generate the full rat-
ing matrix, we first generate the latent user features
and item features from zero-mean spherical Gaussian
as follows:

U ~N(Og,081k), V;~N(0k,ot1k),

where ¢ = 1,...,N, 7 = 1,...,M, Ok is a K-
dimensional vector with each element being 0 and Ik
is the K x K identity matrix. The full rating matrix X
is then obtained by re-scale the sigmoid value of UTV
to 1 to D by X;; = [¢g(UF'V;) x D].

To generate the response matrix R, we first set the
inspection probability of a user inspecting an item,
Pipgspect- Then, the partitioning of inspected ratings
and un-inspected ratings are done by the Bernoulli
trails with success probability Pj,spect. For all the in-
spected ratings, we model their response probability
by a Bernoulli distribution with the success probability
Py, where k € {1,2,...,D}. Table 2 summarizes the
parameters used for generating the synthetic dataset.
The parameters are selected so that they can faith-
fully simulate real users’ ratings and response behav-
iors. The rating probabilities Py are chosen according
to Fig. 1. To minimize the effect of randomness, we
generate the dataset independently 10 times and re-
port the average result in the following. On average,
we provide about 3.3% of the full matrix as training
set, around 3.4% as testing set for traditional protocol,
around 17.3% as testing set for adversarial protocol
and all the remaining 80% as testing set for realistic
protocol.

Yahoo dataset. It provides a unique opportunity
to investigate the response ignorance problem. The
dataset contains 311,704 training ratings collected

"http://webscope.sandbox.yahoo.com

Table 2: Parameters for generating the synthetic
dataset.

N M D K Pinspect

1000 | 1000 5 5 0.2

P Py Ps Py P

0.073 | 0.068 | 0.163 | 0.308 | 0.931

from 15,400 users on 1,000 songs during the normal
interaction between the users and the Yahoo! Music
system, with at least 10 ratings for each user. Dur-
ing a survey conducted by Yahoo! Research, exactly
10 songs randomly selected from these 1,000 songs
are presented to the user to listen and rate. In to-
tal there are 5,400 users participated this survey and
these 54,000 ratings are the testing ratings.

4.2 Setup and Evaluation Metrics

In a real-world deployed recommender system, the sta-
tus of an item given a user follows exactly one of
the three types: un-inspected, inspected-unrated, and
inspected-rated. Traditional collaborative filtering ap-
proaches separate the inspected-rated data into train-
ing set and test set and evaluate the model on the
test set. Since both the training set and the test set
belongs to the inspected-rated type, their rating distri-
butions are the same. Thus, the traditional evaluation
scheme may hide the significance of the ignoring re-
sponse model. In the experiment, we first investigate
two existing experimental protocols:

e Traditional protocol: Both the training set and
the test set are randomly selected from inspected-
rated items together with their rating users and
assigned scores. This is exactly the traditional
experiment protocol [22].

e Realistic protocol: The training set is ran-
domly selected from inspected-rated items, but
the test set is randomly selected from un-
inspected items. This is an experimental protocol
adopted in [15, 16]. This protocol captures the
ultimate goal of a recommender system, i.e., rec-
ommending un-inspected items to potential users
who are interested.

Moreover, we will investigate a new experimental pro-
tocol:

e Adversarial protocol: The training set is ran-
domly selected from inspected-rated items, but
the test set is randomly selected from inspected-
unrated items. This setting tests the model’s per-
formance when the distribution of the training set
and test are very divergent. It can reveal the prop-
erty of the model in some real-world cases where



most of inspected-rated items receive very high
scores, while those inspected-unrated items have
low scores. This setting also demonstrates the
model performance when we have an adversary
that manipulates the responses.

For the synthetic dataset, we use the same training set
for all three protocols. For various protocols, different
test set can reveal different properties of the PMF with
and without the response models. We report the av-
erage performance on the 10 independently generated
datasets.

For Yahoo dataset, we use only traditional and realistic
protocol and do not evaluate the adversarial protocol
due to the missing of necessary inspection information.
For the traditional protocol, we perform 10 fold cross
validation on the training ratings. For the realistic
protocol, we train the model using training ratings and
test on the testing ratings. We perform the experiment
10 times and report the average results.

In the experiment, we use Root Mean Square
Error (RMSE) to evaluate the performance of
various approaches [16, 22, 27], i.e., RMSE =
\/1/|T\ jayer @iy —x)?, where T is the set of

(4,7, x) triplets reserved for testing and &;; is model
prediction for user i’s rating on item j.

4.3 Model Comparison

For both the synthetic dataset and Yahoo dataset, we
randomly select 10% of the testing ratings from real-
istic protocol as validation set to tune the parameters
(more advanced techniques can be referred to [20]):

e \y and Ay: They are tuned by the grid
search scheme, i.e., first selecting from
{1073,1072,107%,10°, 10, 10%}, respectively.
We then fine-tune the range to achieve the best
performance of PMF; see an example in Fig. 3(a).

e 3 We first fix the optimal Ay and Ay
obtained from PMF, we then tune it in
{0.0,1073,1072,1071,1.0} and fine-tune it fur-
ther for RAPMF-r; see an example in Fig. 3(b).

e )\, As shown later in Fig. 3(c), this parameter is
insensitive on a large range.

These parameters are then used across different proto-
cols. The hyper-parameters used for CPT-v and Logit-
vd follow the settings used in [15]. We choose K = 5
as the latent dimension size for all the experiments.
All the models are trained using 500 iterations. Ac-
cording to our experience, the change in performance
after 200 iterations is negligible.

Figure 2 shows the results of various models’ perfor-
mance under different protocols on both the synthetic

I RAPMF—q|

Traditional Realistic Adversarial Traditional Realistic

(a) Synthetic dataset (b) Yahoo dataset
Figure 2: Relative performance of various models.
Smaller value indicates a better model performance.

and Yahoo datasets. Figure 2(a) shows the results
on the synthetic datasets. We see that PMF per-
forms best under traditional protocol. This is expected
because under the traditional setting, the testing set
and the training set have exactly the same distribu-
tion. The response model does not help. However,
under realistic and adversarial protocol, the proposed
RAPMF-r outperforms PMF by 5.5% and 9.2%, with
95% confidence level on the paired ¢-test, respectively.
The RAPMF-c performs slightly worse than RAPMF-
r. This is probably due to the reason that we does
not take the user and item features into account when
generating the dataset.

More importantly, the learned rating probability for
a typical run of RAPMF-r is [0.0125, 0.0124, 0.0155,
0.0267, 0.105]. Comparing this with the parameter
used in Table 2 when generating the data, we see that
although RAPMF cannot recover the rating probabil-
ities exactly, the overall trend is captured quite pre-
cisely. This explains the significant performance boost
in realistic and adversarial protocol.

Figure 2(b) shows the results on the Yahoo dataset.
Again, PMF attains the best performance under tradi-
tional protocol. Under realistic protocol, the RAPMF-
r and RAPMF-c outperforms PMF by 4.1% and 4.9%,
with 95% confidence level on the paired t-test, respec-
tively. The performance gain is slightly less than that
in the synthetic dataset, probably due to the reason
that the rating probability in real-world dataset is not
as dynamic as the value we choose in Table 2. The per-
formance boost gained from context-awareness is not
as significant as we have expected. This result hints
that the rating value might impact a user’s decision on
whether to rate the item more than the user and item
features.

4.4 Sensitivity Analysis

In the following, we investigate how the model param-
eters affect the performance of RAPMEF. All the sen-
sitivity analysis is done under the realistic setting in
one-trial of the generated synthetic dataset.
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Figure 3: Sensitivity analysis of hyper-parameters on RAPMF on one-trial test.

4.4.1 Impact of g

4.4.2 TImpact of N's

The faith parameter [ is arguably the most important
parameter in our RAPMF model.
cussed in Section 3, we adopt a soft-margin approxima-
tion of the ideal hard-margin response model. When
making this approximation, we unavoidably introduce
some bias in the response model because we cannot
fully recover the true U and V. Hence, we introduce
B to control the weight of the response model.

As has been dis-

Figure 3(b) plots the performance of RAPMF versus
B on the logarithmic scale.
fall back to PMF, whose performance is 1.015, corre-
sponding to the most left point in Fig. 3(b). Clearly,
by incorporating an explicit response model, RAPMF
is able to beat PMF by a large margin (nearly 5%) by
using a proper (3 value. However, if we use too large a
B, we quickly lose the boost provided by the response
model. An observation of the experiment is that when
B is too large, the model does not converge. This is
because the model training starts from randomly ini-
tialized U and V, a large weight on the response model
will pull the model away from the true model and cause
divergence.

When 3 = 0, RAPMF

The regularization parameters A are placed on U, V
and p. Since in the dataset, users and items are sym-
metric, we use the same regularization parameter Ay
for U and V' and use another parameter A\, to control

Figure 3(a) shows the impact of Ayy on the perfor-
mance of RAPMF. When Ay is very small, although
the RAPMF is able to fit the training data very well,
it does not generalize well to the test set. This is a sign
of over-fitting. As Ayy becomes larger, which limits
the norms of U and V, the training RMSE increases
but the test RMSE decreases gradually. However, af-
ter a turning point, both the training RMSE and test
RMSE start to increase. This is when the regulariza-
tion is too stringent that it hinders the proper fitting
of the model.

Figure 3(c) shows the impact of A, on the model per-
formance. As we can see, it is basically a straight line
in a large range from 1073 to 10%, while the RMSE is
changed only from 0.9714 to 0.9734, a very small scale.
The effect of A\, is inappreciable.
due to the fact that p is a parameter in D-dimension
(D=5) and no significant over-fitting can occur.

ommender system deployment.

There are several interesting directions worthy of con-
One direction is to study
how to model the response when the response patterns
are hidden. The second fascinating avenue is to study
how to speed up our RAPMF through parallelization,
online learning, or sampling techniques. The third di-
rection is to design a smart way to efficiently tune the
hyper-parameters or to design the learning scheme to
automatically learn the model parameters.

sidering for future study.
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In this paper, we propose two response models, rating
dominant and context-aware response models, to cap-
ture users’ response patterns. Further, we unify the
response models with one of famous collaborative fil-
tering model-based methods, the Probabilistic Matrix
Factorization, to establish the Response Aware Prob-
abilistic Matrix Factorization framework (RAPMF).
The RAPMF also generalizes PMF as its special case.
Empirically, we verify the performance of RAPMF
under carefully designed experimental protocols and
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The work described in this paper was fully supported
by the Shenzhen Major Basic Research Program
(Project No. JC201104220300A) and the Research
Grants Council of the Hong Kong Special Admin-
istrative Region, China (Project Nos. CUHK413210,

CUHK415311 and N_.CUHK405/11).



References

[1]

2]

(10]

(11]

(15]

(16]

John S. Breese, David Heckerman, and Carl Myers
Kadie. Empirical analysis of predictive algorithms for
collaborative filtering. In UAI, pages 43-52, 1998.

Chen Cheng, Haigin Yang, Irwin King, and Michael R.
Lyu. Fused matrix factorization with geographical and
social influence in location-based social networks. In
AAAI Toronto, Canada, 2012.

Mukund Deshpande and George Karypis. Item-based
top-n recommendation algorithms. ACM Trans. Inf.
Syst., 22:143-177, January 2004.

Jonathan L. Herlocker, Joseph A. Konstan,
Al Borchers, and John Riedl. An algorithmic
framework for performing collaborative filtering. In
SIGIR, pages 230237, 1999.

Thomas Hofmann. Latent semantic models for collab-
orative filtering. ACM Trans. Inf. Syst., 22:89-115,
January 2004.

Yifan Hu, Yehuda Koren, and Chris Volinsky. Col-
laborative filtering for implicit feedback datasets. In
ICDM, pages 263-272, 2008.

Rong Jin, Luo Si, and ChengXiang Zhai. Preference-
based graphic models for collaborative filtering. In
UAI pages 329-336, 2003.

Yehuda Koren. Factorization meets the neighborhood:
a multifaceted collaborative filtering model. In KDD,
pages 426-434, New York, NY, USA, 2008. ACM.

Yehuda Koren. Collaborative filtering with temporal
dynamics. Commun. ACM, 53(4):89-97, 2010.

Yanen Li, Jia Hu, ChengXiang Zhai, and Ye Chen.
Improving one-class collaborative filtering by incorpo-
rating rich user information. In CIKM, pages 959968,
2010.

Greg Linden, Brent Smith, and Jeremy York. Ama-
zon.com recommendations: Item-to-item collabora-
tive filtering. IEEFE Internet Computing, 7:76-80, Jan-
uary 2003.

Guang Ling, Haiqin Yang, Irwin King, and Michael R.
Lyu. Online learning for collaborative filtering. In
WCCI, Brisbane, Australia, 2012.

Roderick J. A. Little and Donald B. Rubin. Statistical
Analysis with Missing Data, Second Edition. Wiley-
Interscience, 2 edition, September 2002.

Hao Ma, Dengyong Zhou, Chao Liu, Michael R. Lyu,
and Irwin King. Recommender systems with social
regularization. In WSDM, pages 287-296, 2011.

Benjamin M. Marlin and Richard S. Zemel. Collabora-
tive prediction and ranking with non-random missing
data. In RecSys, pages 5—12, 2009.

Benjamin M. Marlin, Richard S. Zemel, Sam T.
Roweis, and Malcolm Slaney. Collaborative filtering
and the missing at random assumption. In UAI, pages
267-275, 2007.

(17]

(18]

(19]

20]

(21]

(22]

23]

(26]

27]

29]

(30]

(31]

(32]

Rong Pan and Martin Scholz. Mind the gaps: weight-
ing the unknown in large-scale one-class collaborative
filtering. In KDD, pages 667—676, 2009.

Rong Pan, Yunhong Zhou, Bin Cao, Nathan Nan Liu,
Rajan M. Lukose, Martin Scholz, and Qiang Yang.
One-class collaborative filtering. In ICDM, pages 502—
511, 2008.

David M. Pennock, Eric Horvitz, Steve Lawrence, and
C. Lee Giles. Collaborative filtering by personality
diagnosis: A hybrid memory and model-based ap-
proach. In UAI, pages 473-480, 2000.

Steffen Rendle. Learning recommender systems with
adaptive regularization. In WSDM, pages 133-142,
2012.

Steffen Rendle and Lars Schmidt-Thieme. Pairwise
interaction tensor factorization for personalized tag
recommendation. In WSDM, pages 81-90, 2010.

Ruslan Salakhutdinov and Andriy Mnih. Probabilistic
matrix factorization. In NIPS, 2007.

Ruslan Salakhutdinov and Andriy Mnih. Bayesian
probabilistic matrix factorization using markov chain
monte carlo. In ICML, pages 880-887, 2008.

Ruslan Salakhutdinov, Andriy Mnih, and Geoffrey E.
Hinton. Restricted boltzmann machines for collabo-
rative filtering. In ICML, pages 791-798, 2007.

Badrul M. Sarwar, George Karypis, Joseph A. Kon-
stan, and John Riedl. Item-based collaborative fil-
tering recommendation algorithms. In WWW, pages
285-295, 2001.

Harald Steck. Training and testing of recommender
systems on data missing not at random. In KDD,
pages 713-722, 2010.

Chong Wang and David M. Blei. Collaborative topic
modeling for recommending scientific articles. In
KDD, pages 448-456, 2011.

Zenglin Xu, Rong Jin, Haiqin Yang, Irwin King, and
Michael R. Lyu. Simple and efficient multiple kernel
learning by group lasso. In ICML, pages 1175-1182,
Haifa, Israel, 2010.

Haiqin Yang, Irwin King, and Michael R. Lyu. Sparse
Learning Under Regularization Framework. LAP
Lambert Academic Publishing, first edition, April
2011.

Haiqin Yang, Zenglin Xu, Irwin King, and Michael R.
Lyu. Online learning for group lasso. In ICML, pages
1191-1198, 2010.

Haiqin Yang, Zenglin Xu, Jieping Ye, Irwin King, and
Michael R. Lyu. Efficient sparse generalized multiple
kernel learning. IEEE Transactions on Neural Net-
works, 22(3):433-446, 2011.

Yu Zhang, Bin Cao, and Dit-Yan Yeung. Multi-
domain collaborative filtering. In UAI pages 725-732,
2010.



