## Puzzle--How Long Was He Walking?

Every day, Jack arrives at the train station from work at 5 pm .
His wife leaves home in her car to meet him there at exactly 5 pm , and drives him home. One day, Jack gets to the station an hour early, and starts walking home, until his wife meets him on the road. They get home 30 minutes earlier than usual. How long was he walking?

Distances are unspecified. Speeds are unspecified, but constant.

Give a number which represents the answer in minutes.
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Every day, Jack arrives at the train station from work at 5 pm .
His wife leaves home in her car to meet him there at exactly 5 pm , and drives him home. One day, Jack gets to the station an hour early, and starts walking home, until his wife meets him on the road. They get home 30 minutes earlier than usual. How long was he walking?

Distances are unspecified. Speeds are unspecified, but constant.

Give a number which represents the answer in minutes.

## Solution

The best way to think about this problem is to consider it from the perspective of the wife. Her round trip was decreased by 30 minutes, which means each leg of her trip was decreased by 15 minutes. Therefore, she met Jack at $4: 45 \mathrm{pm}$.

Since Jack started walking at 4:00pm, he must have been walking for 45 minutes.
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## TopicEq: A Joint Topic and Mathematical Equation Model for Scientific Texts

Black holes in Einstein gravity. As a warm-up exercise, in this section, we will briefly review the observation made by Padmanabhan [14] by generalizing his discussion to a more general spherically symmetric case. In Einstein's general relativity, the gravitational field equations are

$$
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=8 \pi G T_{\mu \nu}
$$

where $G_{\mu \nu}$ is Einstein tensor and $T_{\mu \nu}$ is the energy-momentum tensor of matter field. On the other hand, for a general static, spherically symmetric spacetime, its metric can be written down as ......
(snippet from Cai and Ohta (2010))

We give the derivation for the primal-dual subgradient update, as composite mirror-descent is entirely similar. We need to solve update (3), which amounts to

$$
\min _{x} \eta\left\langle\bar{g}_{t}, x\right\rangle+\frac{1}{2 t} \delta\|x\|_{2}^{2}+\frac{1}{2 t}\left\langle x, \operatorname{diag}\left(s_{t}\right) x\right\rangle+\eta \lambda\|x\|_{1}
$$

Let $\hat{x}$ denote the optimal solution of the above optimization problem. Standard subgradient calculus implies that when $\left|\bar{g}_{t, i}\right| \leq \lambda$ the solution is $\hat{x}=0$. Similarly, when $\bar{g}_{t, i} \leq-\lambda$, then $\hat{x}>0$, the objective is differentiable, and the solution is obtained by setting the gradient to zero.
(snippet from Duchi et al. (2011))
Figure 1: The words in a given technical context often characterize the distinctive types of equations used, and vice versa. Top topic: Relativity; bottom topic: Optimization.
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## CGMH: Constrained Sentence Generation by Metropolis-Hastings Sampling

| Step 0: Key words | BMW sports |
| :--- | :--- |
| Step 1: Insertion <br> Accept <br> Step 2: Insertion <br> Accept | BMW sports car |
| .. |  | BMW the sports car

Figure 1: CGMH generates a sentence with the constraint of keyword inclusion. At each step, CGMH proposes a candidate modification of the sentence, which is accepted or rejected according to a certain acceptance rate.
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## Incorporating Structured Commonsense Knowledge in Story Completion

Dan's parents were overweight.
Dan was overweight as well.
The doctors told his parents it was unhealthy.
His parents understood and decided to make a change.

They got themselves and Dan a diet.
(a) An example story

(b) Clues in ConceptNet

Figure 1: (a) shows an example story from ROCStories dataset, words in colors are key-words. (b) shows the keywords and their relations in ConceptNet Knowledge Graph
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## Abstractive Text Summarization by Incorporating Reader Comments

Table 1: Examples of the text summarization. The text in red denotes the focused aspect by the good summary, while the text in blue is described by the bad summary. The text with underline is the focused aspect by reader comments.

| document | On August 28, according to a person familiar with the matter, <br> Toyota Motor Corporation will invest 500 million U.S. dol- <br> lars into the Uber, a taxi service company, with a valuation <br> of up to 72 billion U.S. dollars. The investment will focus on <br> driverless car technology. However, its development path is <br> not smooth. In March of this year, a Uber driverless car hit <br> a woman and caused her death. In last year, Softbank also <br> invested into Uber with a valuation of \$48 billion. |
| :--- | :--- |
| comments | Toyota's investment in Uber is a wise choice. |
| ${$$}$good summary <br> Toyota invests \$500 million into Uber with a valuation of \$72 <br> billion$}$ | An Uber driverless car hits a passerby to death |
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Towards Personalized Review Summarization via User-aware Sequence Network Junjic Li, Haoran Li, Chengqing Zong

## National Laboratory of Pattern Recognition, Institute of Automation, CAS, Beijing, China

Review: The hotel is right next to the aiport (my room had a view of the runways) but the noise is pretty well dampened so that is not an issue at all. Very convenient to the aimport obviously, but also the tere there. The price is a little high, but it is ok for me.

Summary: very quite room in a great location.
Summary: expensive hotel near by aimport.
Sumary: expensive hotel near by airport
2. Summary: clean and comfortable rooms, i love III

Personalized review summarization is motivated by that different users are likely to generate different summaries for the same review, according to their own experiences, houghts, or writing styles. It can:

- help users who read there reviews to choose products.
help review owners to summary review.

| \#reviews | 536,255 |
| :--- | :--- |
| Husers | 19,400 |
| \#summaries | 536,255 |
| \#words/review | 154.79 |
| \#reviews/user | 27.64 |
| \#words/summary | 7.60 |
| We take the title as the |  |
| reference summary of the |  |
| review. To filter meaningless |  |
| titles, we propose three filters: |  |
| - Aspect-based filter |  |
| - Title length filter |  |
| - Compression ratio filter |  |

## AAAI-19 Summarization Papers



$$
P(S \mid D)->P(D \mid S)
$$

## Better Summarization Better Reconstruction

## DeepChannel: Salience Estimation by Contrastive Learning for Extractive Document Summarization

D: Rutgers University has banned fraternity and sorority house parties at its main campus in New Brunswick, New Jersey, for the rest of the spring semester after several alcohol-related problems this school year, including the death of a student.
$S_{1}$ : Rutgers University has banned fraternity and sorority house parties because of an alcohol-related accident that led to the death of a student.
$S_{2}$ : The main campus of Rutgers University is located in New Brunswick, New Jersey.

Table 1: Examples of different degrees of salience. We consider $P\left(D \mid S_{1}\right)>P\left(D \mid S_{2}\right)$ because $S_{1}$ contains more important information compared with $S_{2}$ and thus is more salient for yielding $D$.
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## ScisummNet: A Large Annotated Corpus and Content-Impact Models for Scientific Paper Summarization with Citation Networks

```
ScisummNet: A Large Annotated Corpus and
Content-Impact Models for Scientific Paper Summarization
with Citation Networks
Challenges for scientific paper summarization:
- large, annotated dataset not available
- can have impacts/contributions not emphasized in the papers
We develop new solutions:
- the first large manually-annotated corpus (1000 papers), by enabling faster annotation
- summarization methods that integrate the authors' highlights (abstract) and the article's impacts on the community (citations), to create comprehensive, hybrid summaries
```

Yale

## Paper ID: P06-1005 <br> Paper Title: Bootstrapping Path-Based Pronoun Resolution

## Abstract:

We present an approach to pronoun resolution based on syntactic paths. Through a simple bootstrapping procedure, we learn the likelihood of coreference between a pronoun and a candidate noun based on the path in the parse tree between the two entities. This path information enables us to handle previously challenging resolution instances, and also robustly addresses traditional syntactic coreference constraints. Highly coreferent paths also allow mining of precise probabilistic gender/number information. We combine statistical knowledge with well known features in a Support Vector Machine pronoun resolution classifier. Significant gains in performance are observed on several datasets. (mostly about technique)

## Citation Sentences:

Bergsma and Lin (2006) determine the like-lihood of coreference along the syntactic path connecting a pronoun to a possible antecedent, by looking at the distribution of the path in text. (about technique)
We use the approach of Bergsma and Lin (2006), both because it achieves state-of the-art gender classification performance, and because a database of the obtained noun genders is available online. (about both technique and dataset)
For the gender task that we study in our experiments, we acquire class instances by filtering the dataset of nouns and their genders created by Bergsma and Lin (2006). (about dataset)

Figure 1: Abstract and citations of (Bergsma and Lin 2006). The abstract emphasizes their pronoun resolution techniques and improved performance; the citation sentences reveal that their noun gender dataset is also a major contribution to the research community, but it is not covered in the abstract.
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Gaussian Transformer: a Lightweight Approach for Natural Language Inference



Figure 1: Probabilities of each token attending to current central word 'book': (a) illustrates the vanilla self-attention, where the word 'new' appeared in different positions obtain the same importance, which is inconsistent with our experience that adjacent words matters; (b) depicts a Gaussian distribution over distance ( x -axis) that encourages focusing on neighboring tokens; (c) draws the attention corrected by the Gaussian prior, where the first 'new' is more important.
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Using transformer to encode a set of sentences ---- removing the position encoding
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