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Abstract — This paper describes an effective spelling
check aepproach for Chinese OCR with a new muliti-
knowledge based statistical language model. This lan-
guage model combines the conventionel n-gram langitage
model and the new LSA (Latent Semantic Anclysis)
language model, so both local information (syntez) and
global information (semantic) ave utilized. Furthermore,
Chinese similar characters are used in Viterbi search
process to erpand the candidate list in order to add
more possible correct results. With our epproach, the
best recognition accuracy rate increases from 79.3% to
91.9%, which means 60.9% error reduction.
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1 Introduction

OCR (Optical Character Recognition) means that a
computer analyses character images automatically to
achieve the text information, and OCR engine is an ICR
(Independent Character Recognition) engine usually. It
recognizes characters in every position of an image, and
gives all the possible candidate results. In ICR recog-
nition process, only image information is used, and the
results contain many incorrect words. So the spelling
correction approaches, which play the most imporiant
role in OCR post-processing, are required.

Familiar spelling check approaches are often based
on language knowledge, and mainly include rule-based
methods and statistic-based methods. Rule-based math-
ods use rule sets, which describe some exact dictionary
knowledge such as word or character frequency, part-of-
speech information [7] and some other syntax or mor-
phological features [16] of a language, to detect dubi-
ous areas and generate candidate words list. This kind
of methods achieves significant success in some special
domains, but it is difficult to deal with open natural
language. On the other hand, statistic-based methods
often use a language model that is achieved by using
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some language knowledge and analysing a huge of lan-
guage phenomena on large corpus [8][12][14][15}, so more
context information is utilized, and this kind of methods
is suitable for general domains. Moreover, by using lan-
guage models, the candidate list can be automatically
adjusted; thus we can get the correct resulta more ex-
actly and quickly. Sometimes, rule-based methods and
statistic-based methods are used together to achieve bet-
ter performance {7].

According to the development of natural language
processing, using more knowledge from language itself
is required. That is to say semantic information must
be introduced into language models. Since now the
the most widely used language model for OCR spelling
check is n-gram models, and no semantic knowledge is
involved, in this paper, we construct a multi-knowledge
based statistical language model with some semantic in-
formation introduced by using LSA language model [3]
, and put it into a Chinese OCR spelling check task.
Furthermore, we add some Chinese similar characters
information in Viterbi search process to expand the can-
didate list in order to add more possible correct results.
The experiment results show that after using the lan-
guage model and Chinese similar characters informa-
tion, the recognition accuracy rate increases from 79.3%
to 91.9%, which means 60.9% error reduction.

In section 2 of this paper, we will review some re-
lated works, including the n-gram language model and
the LSA language model. In section 3, we will intro-
duce the multi-knowledge based language models and
Chinese similar characters information we use in OCR
post-processing. Experiment results and conclusion are
in section 4 and 5, respectively.

2 Related works
2.1 N-gram language model

Statistical language models always use the product
of conditional probabilities to compute the appearance
probability of a sentence. Suppose s denotes a sentence,
wnwe...1wy is the words sequence of s, and h; is all his-
tory information before w;, and then the appearance
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probability of sentence s is
t
P(s) = P(wywy...we) = [ | Puwslhi) (1)
i=1

The most widely adopted language model is the n-
gram language model [13]. It supposes the word uy
only has relations with the n — 1 immediately preceding
words, and so formula (1) can be rewritten as

t t
P(s) = [ Pwilhs) = [ [ PCwilwicniawinzzowiy)
i=1 i=1
(2)
In n-gram models, n is often constrained to 2 or 3,
which means bigram and trigram respectively.
N-gram language model only considers the sequence
of a word string, but no meanings of the words. That

is to say, it involves syntax information cnly, without
semantic information.

2.2 LSA language model

LSA (Latent Semantic Analysis) method has been

presented long ago [6], but only combined with statis-
tical language model in recent vears and now is a hot
topic. .
When to consider an occurrence probability of a word
based on semantic meaning, the content should be un-
derstood and then be used to forecast the occurrence
probability, which means using the degree of how con-
gruous the word and history information are. The occur-
rence probabilities of a word in different documents are
not the same, because the type of documents restricts
the using of words in it. Some words that have relations
always occur in the same type of documents. LSA lan-
guage model is such a model that studies the relations
between words and types of documents. These kinds of
relations can be got in the model, and that shows the
meaning of latent semantic analysis.

LSA language model analyses the training data by
constructing the relations between words and types of
documents. First, the following matrix is generated,

wn wy2 N
w=| w2 ’ (3)
Wil Warn

Each row of 1V is corresponding to a word, and each col-
uimn of W is corresponding to a document in the training
corpus. The value of the crossing of a row and a column
is the occurrence times of the corresponding word in the
corresponding document. For example, W;; = ¢ means
word ¢ appears ¢ times in document j.

The size'of matrix W is M x ¥, and it is rather huge
for common training corpus. So SVD (Singular Value

Decomposition) methad is used to resolve this problem.
For any W, there exists the following SVD [4]

w=uU) v"® (4)

where UTU = VTV = Imin(;\-I.N): E =
diag(o1, 02, \Omin(ar,Ny) and gy > o2 > -0 >
Tmin(ar,ny) > 0.

For reduction of dimensions, we denote
that U = {111, Ug,=--, umin(h!,N}} and V =
{vi, 02, + , vmingar, Ny}, then let

R
ﬁ’:Zuk-Jk-vE:ﬁSVT (5)

k=1

W is a matrix reconstructed by the R maximal sin-
gular values of . Where U = {ug,ug,- JUR}
‘f = {1'1,1.'2,"' ,l‘R} f and § = diag(al,ag,--- ,Ug).
IV is the best rank-R approximation to W for any uni-
tarily invariant norm

min

W—all={jw - = ‘
o IR IV — Al W[ =cre:  (0)
where || - || refers to L2 norm [4]. So we can use Ti" to

substitute 1, and the sizes of I/, ¥, § are much smaller
than T/, ‘

When we consider W = (7$)V7T, namely treat V7
as a group of orthodoxy vectors of R-dimensional LSA
space, and this decomposition is a projection of row
vectors of W onto the space. Each row of U Spresents
the coordinate of the corresponding row vector of W in
the space, and it is the cocrdinate of the corresponding
word in the space, too. As the same, when we consider
W =U(8 f/'T), this decomposition is a projection of col-
umn vectors of W onto the R-dimensional space that is
constructed by orthodoxy vectors of ['. Each column
of SVT presents the coordinate of the corresponding
document in the space . After SVD, every word has a
corresponding coordinate in the space, and every docu-
ment also has one. Thus the distance of two words or
two documents can be calculated easily [1}[2].

In the R-dimensional space of the corresponding word,
the history information (g — 1 appeared words) can be
used to construct a vector d,_; (n-dimensional vector),
where each dimension is a value that indicates the times
of the corresponding word appeared in the history. The
corresponding coordinate of this vector in LSA space is

. =T
tg-1 = dq—lU (7)

where §,_; presents the history in LSA space, and we
can get the occurrence probabilities of words after the
history by calculating the distance between words and
g1 . Here the following formula is used:

K (wg,dg—1) = cos(ugS?,5,_,5%)
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Figure 1: Our OCR system framework with statistical language model in post-processing
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That the distance is closed to 1 mmeans the word has a
strong relation with the history, and closed to 0 means
the word has a weak relation with the history. The oc-
currence probability of every word can be calculated by
normalizing the sum of all distance between the words
and the history. Furthermaore, the distribution function
of LSA language model can be presented as [5][9]:

Prsalug|h{™")
K(wy.dg—1)-Min{ K(w.dg_1)weep)

22 (K (wq,dg—1)— Min{K(w.d;—1)|lwee})
W€y

(9)

where h‘f_] presents the history information of w, .
In practical terms, the formula (9) can be modified as

PLSA(quhL )
K{wg,do 1) Min{K{w.d,_)|wer}+e
S (K (wg,dy 1)~ Min{K (w.dg—1)wEg}+5)

wgtw

(9')

where ¢ is a very small nuwmber added to avoid
the phenomenon that for some wy, K{wg,dg-1) —
Min{K{(w,dg_ 1 Ylwe ¢} =0

3 The language models used in
the OCR post-processing

3.1 Overview of our OCR system frame-
work

Our OCR system framework can be shown as Fig.1.
On the left of the dash dotted line is an OCR engine

without post-processing, and the post-processing mod-
ule is shown as the right part of the line. The kernel
of the module is the statistical language model, which
utilizes both local information (syntax) and global in-
formation (semantic).

3.2 A multi-knowledge based language
model

The perplexity of LSA language model is much higher
than that of n-gram language model. This fact indicates
that though the idea of LSA language model is very out-
perform, the performance of a language model just using
the global history information without the local history
information is rather poor. That is because the differ-
ence of thousands kinds of words can express the same
meaning using different sentence structures. So we build
a multi-knowledge based language model that combines
LSA language model using the global information and
conventional n-gram language model usmg the local in-
formation together.

The following formula [3] is used to calculate the dis-
tribution function P of the combined language model:

q-1
Po(wg [h1 ™)
Prlwglwg—ntt, - We—1)Prsal(dg—1lwg)

2 Prl{wijwgenyry s we—1)Prsaldg—1|w:)
vige

(10)

where Py is the distribution function of the n-gram lan-
guage model, and Prg, is the distribution function of
the LSA language model.

In application, the importance of different language
model should be considered. Because the local his-
tory information is more important than the global his-
tory information, n-gram language model is primary and
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LSA language model is secondary, So formula (10) is
modified as following with Bayes formula used:
FPc (wahg_x) i
PN('HJqqu—u-%l_‘""gwq—l)l'[%%\-s__“](l-/\)

= Prsa(wi|dg_a
2 PN(wilw(,-AvlJrh"'?wq—l)'\'[v—F(ﬁ-!Tq_Z]u—*J

wi€yp

(11)
where the parameter A is used to control the weight
of the two language models in the combination. it is
trained via minimizing the perplexity of the model on a
held-out corpus.

The computational complexity of training an LSA
model is very high. In order to improve the efficiency.
word clustering [11} is used. Then the conditional prob-
ability can be calculated with the following formula:

K
P(wyfdy-1) = ZP(“’ﬂCﬁ')P(Cﬂcﬁq—l)

k=1

(12)

where Cy denotes the kth class. In our application, the
C-means clustering algorithm is used first to coarsely
partition the words into a few classes, and then the
bottom-up clustering algorithm is used in every class to
get final clustering results. With word clustering used,
the computational cost decreases significantly.

3.3 Chinese similar characters informa-
tion

In Chinese, some characters are recognized as some
other characters usually because their shapes are similar
very much, Such characters are called Chinese similar
characters.

Because an OCR engine depends mainly on image

" information, and the similar characters often produce
confusion, in our application, Chinese similar charac-
ters information is introduced together. Here an MLE
(Maximum Likelihcod Estimation} based method {10] is
used to generate the sets of similar characters. Let F
denotes the first choice in the candidate list given by
ICR engine, and C denotes the correct character, then
the approach of similar characters generation can be de-
scribed as following:

(1) Record n(F,C) in the training corpus. n(F,C) is
the times that F is the first choice in the candidate list
while the right character is C.

{2) Calculate the confusion probability P(C|F) =
n(F,CY/n{F), where n{F) is the times that F is the
first choice in the candidate list given by ICR engine,
{3) Sort all possible C according to the probability
P(C|F).

(4) Save the first Af possible characters as the similar
characters of F, and save their confusion probabilities.

Chinese similar characters are used in the Viterbi
search process, where all the M + 1 candidates, which
include the first choice given by ICR engine and its Af
similar characters, are used in the Viterbi search process

to expand the candidate list to increase the chance that
the correct choice appears in the list.

4 Experiment and discussion
4.1 Experiment

The training corpus used here involves a lot of do-
mains and contains about 100 million characters. Tri-
gram model and LSA model are built respectively, and
then the multi-knowledge based language model (A =
0.88, 100 word classed) and the conventional n-gram
language model are compared on the test corpus, which
contains 1018 characters.

The results of the experiments, one is only for lan-
guage models and the other is with Chinese similar
characters used together on the test corpus, are shown
as Tab.l and Tab.2, respectively. Trigram and tri-
gram+LSA (described in 3.2) are chosen for language
models test. In the experiments only for language mod-
els test, the perplexities of trigram language model and
trigram+LSA language model are 185.3 and 183.9, re-
spectively.

We use the approach in 3.3 to generate Chinese sim-
ilar characters and let M=>5. That is to say, all the 6
characters for each candidate are added to the Viterbi
search process.

The best recognition accuracy rate increases from
79.3% to 91.9%, and the recognition error rate decreases
about 60.9%. That indicates the errors of OCR results
can be efficiently reduced by using language model and
similar characters information together.

4.2 Disccusion

The results of the experiments seem to show that the
conventional n-gram language model outperforms our
multi-knowledge based language model. We helieve it is
due to the fact that the semantic information is more
sensitive to the content of the candidate list than the
syntax information. So it is required that the candi-
date list includes more possible correct characters when
the semantic information is used in a langnage model.
From the results above, we can see that after adding
the similar characters information, the absolute incre-
ment of recogrition accuracy rate of trigram language
mode] is 0.7%, while of trigram+LSA language model
the absolute increment is 1.2%. That shows the valid-
ity of using similar characters to expand the candidate
list, especially when using the semantic information. It
can be expected that the multi-knowledge based lan-
guage model outperforms the conventional n-gram lan-
guage model if the candidate list includes more possible
correct characters.

5 Conclusion

In our approach for Chinese OCR spelling check, we
construct a multi-knowledge based language model in
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Table 1: Resuits of the experiment only for language models on the test corpus

Model Trigram | Trigram+LSA
Former correct chars 807 807
Former correct rate 79.3% 79.3%
Correct chars with LM 928 920
Correct rate with LM 91.2% 90.3%
Improvement of absolutely correct rate | 11.9% 11%

Table 2: Results of the experiment with Chinese similar characters used on the test corpus

Model Trigram. + Similar characters | Trigram + LSA -+ Similar characters
Former correct chars 807 807
Former correct rate 79.3% 79.3%
Correct chars with LM 935 931
Correct rate with LM 91.9% 91.5%
Improvement of absolutely correct rate 12.6% 12.2%

order to use more knowledge from language itself. We
use conventional n-gram language model to introduce
local information (syntax), and LSA language mods! to
introduce global information (semantic), then compare
our multi-knowledge based model with the conventional
n-gram model. Though the experiment results seem
to show that the n-gram model outperfornis, we could
expect our multi-knowledge based language model per-
forms better if the candidate list includes more possible
correct characters.

In our approach, Chinese similar characters are used
in the Viterbi search process. They expand the candi-
date list and add some more correct characters in it.
Similar characters information makes an efficient im-
provement in the recognition accuracy rate, and it is
very important when the semantic information is used
in a language model.

After using language models and Chinese similar char-
acters information in an OCR spelling check task, the
best recognition accuracy rate increases form 79.3% to
91.9%. That means 60.9% error reduction is achieved.
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