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Table 1: Tesseract recognizes Chinese characters with default parameters 

  
 Number of  

all characters 
Number of  
recognized  
characters 

Overall  
accuracy 

High quality
 characters 

75 73 97.3% 

Low quality 
characters 

264 180 68.2% 

 
Table 2: Tesseract recognizes Chinese characters with adjusted parameters 

 
 Number of  

all characters 
Number of  
recognized  
characters 

Overall  
accuracy 

High quality
 characters 

75 74 98.7% 

Low quality 
characters 

264 262 99.2% 

 

D. Finger location 

In our system, if the user would like to look up a certain 
word of a text in the dictionary, he only needs to point to the 
word with his finger.  And then the computer recognizes the 
character and searches it in the dictionary. We employ a tool 
similar to that described in [12]. Here the approach to locate 
the finger is briefly introduced. The feature of human hand 
includes:  

 Five fingers. 

 Each finger is a convex polygon  

 The space between two adjacent fingers forms a 
hollow region. 

These are useful information for finger detection. First, 
the background is removed, and then our system will 
perform image thresholding, contour and convex hull finding. 
The contour with maximum area (target contour) should 
form the image of our hand. If we calculate the distance 
between points on the contour and the convex hull, several 
local maxima can be found. They correspond to the hollow 
region between adjacent fingers. Thus, we can select the top 
point on the target contour and it is the fingertip of the finger. 
A small image area above the fingertip which contains the 
target word will be selected. Then, the OCR system can 
recognize the text which will be passed on to our dictionary 
to lookup the meaning.  

 

E. Machine Translation for future development 

 

Machine translation has much improved recently. Google 
even offers machine learning API on the Google Cloud 
Platform, including Google Cloud Translation. Hence, it is 
convenient to translate characters recognized by OCR into 
another language provided that the user’s mobile device is 

connected to the Internet. Offline translation can also be 
achieved by traditional methods or more advanced ones such 
as those using neural network approaches. In the simplest 
case, it is straightforward just to construct a dictionary and 
do translation word-by-word. But the result is usually poor.  
Recently, the sequence-to-sequence (seq2seq) model has 
been applied to machine translation. As introduced by Cho et 
al. in 2014 [9], a basic sequence-to-sequence model consists 
of two recurrent neural networks, and the translation process 
is implemented using an encoder and decoder scheme. 
Recently, long short-term memory (LSTM) [10] approaches 
are popular and generate good machine translation results. In 
our current approach we are only using a dictionary we built 
and targeted for English vocabulary translation. We will 
study the machine translation methods for a whole sentence 
rather than isolated words. And hope in the future our 
system can translate the whole page of text rather than just 
isolated words. 

 

 

F. Pose Estimation for future development 

 

It happens regularly that you are reading a book that is 
being rotated, so the lines of text are not horizontal when 
viewing. M.L. Liu and K.H. Wong [11] introduced Pose 
Estimation algorithm using four corresponding points on an 
object. This four-point algorithm maps image projection of a 
2-D plane back onto the 3-D model plane. The algorithm is 
capable of calculating the 3D rotation and translation of the 
paper with respective to the camera based on its image. This 
will be useful for rectifying the text from a distorted view 
back to the normal view, so the OCR being performed can be 
made more accurate. Another application of pose estimation 
is that if the user has a small mobile projector mounted on 
his/her head; the camera/projector system can project the 
correct text at any user specified position on the page. It can 
be used to display the translation of targeted word (English 
to Chinese or vice versa) next to the text the user is pointing 
to. To do this one needs to have the relative pose information 
between the camera/projector and the paper. This pose 
estimation process can be carried out by the four-point 
algorithm mentioned above. We will add this capability into 
our system in the future version. 
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