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ABSTRACT
Further results on the nonlinearity and separation capability of the classic maximum likelihood-information theoretic ICA method have been obtained. The idea of ‘loose matching’ can be further addressed into a specific conjecture that sources can be separated from others as long as the kurtosis signs of the densities specified by the nonlinear transfer functions match the kurtosis signs of sources. Moreover, the previously proposed learned parametric mixture algorithm has been simplified with only two densities and their position parameters adjusted. Experiments are given to support this assertion and the success of the simplified learned parametric mixture algorithm.

1. INSTANTANEOUS LINEAR MIXTURE AND MAXIMUM LIKELIHOOD-INFORMATION THEORETIC ICA

We consider the most widely studied Instantaneous inverteble linear mixture ICA problem. That is, we have x from k independent sources s(1), ..., s(k) via a so called mixing matrix k × k invertible matrix A with

\[ x = As, \quad A = [a_{ij}], \quad i = 1, ..., d, \quad j = 1, ..., n, \]
\[ E(s) = 0, \quad s = [s(1), ..., s(k)]^T. \]

The objective is to find a so-called de-mixing matrix W to get

\[ y = Wx = WAs = Vs, \quad V = WA, \]

such that either y = s or y recovers s up to only constant unknown scales and any permutation of indices.

We focus on a simply iterative model

\[ W_{\text{new}} = W_{\text{old}} - \eta \Delta W, \]
\[ \Delta W = \begin{cases} \text{(a) gradient,} & W^{-T} \phi(y) x_T, \\ \text{(b) natural gradient,} & (I + \phi(y) y_T^T) W \\ \phi(y) = [\phi_1(y_1), ..., \phi_k(y_k)]^T. \end{cases} \]

The form with the choice (a) for \( \Delta W \) can be equivalently obtained in the terms of maximum likelihood learning (ML) [7, 12], information-maximization (INFORMAX) [10, 2] and minimum mutual information (MMI) [1], as well as a special case of Bayesian-Kullback Ying-Ying learning [19]. For simplicity, we call the above eq.(3) Maximum Likelihood-Information Theoretic ICA Method.

The choice (b) for \( \Delta W \), called the natural gradient algorithm and proposed by [1], will produce an equivalent result but with an improved convergence property. Although the same iterative model is studied in these different references, their detail implementation algorithms are actually different in the use of the nonlinear function \( \phi(y) \), with successes on different special types of source distributions. For examples, in [10, 2] a preixed sigmoid function \( s(x) \) is used, which is equivalent to specify a fixed \( \phi_1(y(j)) \) via eq.(4). In this case, eq.(3) works for the cases that all the sources are super-Gaussian (e.g., for human speech signals with highly peaked density [2]) but fails at least for some sub-Gaussian sources of [18].

\[ \phi_1(y(j)) = \frac{\partial p(y(j))}{\partial y(j)} \frac{\partial y(j)}{p(y(j))}, \]
\[ p(y(j)) = s'(y(j)) = \frac{\partial \phi(y(j))}{\partial y(j)}. \]

In [7, 1], \( \phi_1(y(j)) \) is given via approximating the marginal densities by fixed truncated Gram-Charlier series, it works for the cases that all the sources are sub-Gaussian, but...
fails at least for some super-Gaussian sources [5]. In [12], a fixed $\phi_j(r) = -r^p$ is used with success for an experiment on uniform sources, where are sub-Gaussian. In [4], experiments have also shown that the algorithm eq.(3) works for the cases that all the sources are uniform or gamma (both are sub-Gaussian), but fails for sources of human speech signals (it is super-Gaussian). Moreover, for the special cases of two channels $k = 2$, it has been mathematically proved that eq.(3) with $\phi_j(r) = -r^p$ works for the cases that all the sources are sub-Gaussian, but may fail for sources of super-Gaussian in [4] too. The need of optimizing the nonlinearity to the true source densities was first addressed in [12], where $\phi_j(y^{(j)}) = -\sum_{n=1}^{N} \epsilon_{j,n} h_n(\|y^{(j)}\|)$ is used with $h_1(r) \cdots h_N(r)$ being a set of bases, e.g. $h_n(r) = \text{sign}(r)|r|^{n-1}$ and $\epsilon_{j,n}$ is estimated to minimize the covariance matrix of the estimation on $W^{-1}$, with efficiency of the estimator discussed. These existing efforts share a common point of attempting directly or indirectly to approximate the unknown source densities or equivalently the marginal densities $p(y^{(j)})$.

In [19, 14, 15, 16, 17, 18], the effort on a quite different direction has been made with a belief that although a very good fit between the densities specified by $\phi_j(y^{(j)})$ via eq.(4) and the unknown source densities can produce a separation performance, it is difficult and also not absolutely necessary, and that we may use densities $g_j(y^{(j)})$ with

$$
\phi_j(y^{(j)}) = \frac{\partial \phi_j(y^{(j)})}{\partial y^{(j)}} g_j(y^{(j)}),
$$

(5)
to replace $p(y^{(j)})$ in eq.(4) for “loosely matching” the unknown marginal densities. This loose matching may mean that $g_j(y^{(j)})$ differs from the unknown marginal densities considerably and the choice of $g_j(y^{(j)})$ is much wider than $\{p_j(y_j)\}$. In other words, we attempt to explore the relation between the nonlinearity and separation capacity. Some results are obtained in [14, 15, 16, 17, 18] and an implementation algorithm that uses a learned parametric mixture for $g_j(y^{(j)})$ is proposed and shown by experiments to work for sources of both super-Gaussian and sub-Gaussian as well as their mixtures. However, the specific relation between the nonlinearity and separation capacity is still not totally clear yet and the number of densities needed in the learned parametric mixture is given heuristically.

In this paper, a further step forward is reported. The idea of “loose matching” is further addressed into a specific conjecture assertion that a source can be separated from others as long as its kurtosis sign is the same as the kurtosis sign of one $g_j(y^{(j)})$ and that all the $k$ sources can be separated when there is an one-to-one same-sign-correspondence between the kurtosis signs of sources and $g_j(y^{(j)})$, $j = 1, \ldots, k$. Moreover, from this assertion we simplify the previously proposed learned parametric mixture algorithm with only two densities and their position parameters adjusted. Experiments are provided to demonstrate the results.

Before closing this section, it deserves to mention that in the sense of asymptotic stability of an averaged equation the nonlinearity has been also analyzed by [3] and [11], respectively in the connection of a non-Gaussian criterion with $\phi_j(y^{(j)})$ used in their corresponding ICA algorithms. It is interesting to further explore the relation between their studies and the conjecture on $g_j(y^{(j)})$ suggested in this paper for the ICA algorithm eq.(3).

### 2. LOOSELY MATCHING BETWEEN NONLINEARITY AND SOURCE DENSITY

As shown in Tab.1, we consider the relation between the kurtosis of sources and $g_j(y^{(j)})$, $j = 1, \ldots, k$ in typical cases as follows:

<table>
<thead>
<tr>
<th>$g_j(y^{(j)})$</th>
<th>$\phi_j(y^{(j)})$</th>
<th>Kurtosis $\kappa_{g_j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-Gaussian</td>
<td>$\exp(-|y^{(j)}|^2/2)$</td>
<td>$3/4$</td>
</tr>
<tr>
<td>Super-Gaussian</td>
<td>$\exp(-|y^{(j)}|^2/2)$</td>
<td>$1.2216$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\exp(-|y^{(j)}|^2/4)$</td>
<td>$1.2$</td>
</tr>
<tr>
<td>Sub-Gaussian</td>
<td>$\exp(-|y^{(j)}|^2/4)$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Table 1: Properties and separation capabilities of several non-linearities.

In [20], the fixed sigmoid

$$
g_j(y^{(j)}) = \frac{\text{sig}(y^{(j)})}{1 + e^{-y^{(j)}}}, \quad \phi(r) = 1 - \log\text{sig}(r)
$$

(6)
corresponds to a positive kurtosis 1.2 as shown in the second column of Tab.1, and it reported in [2] that the algorithm eq.(3) works for human speech signals with highly peaked density (i.e., super-Gaussian signals). However, the experiments given in [18] has shown that it fails at sub-Gaussian sources (e.g., uniform density or gamma density). For another example, when we use the fixed nonlinearity as shown in the first column of Tab.1 with a positive standardized kurtosis 1.2216, experiment in [5]
has shown that the algorithm eq.(3) works for the sources of super-Gaussian, but fails for sources of sub-Gaussian.

(2) When the pre-foxed \( g_1(y^{(j)}) \) is sub-gaussian, i.e., the kurtosis is negative, the algorithm eq.(3) works for sources of sub-Gaussian, but fails for sources of super-Gaussian. When we use the fixed non-linearity as shown in the third column of Tab.1 with its kurtosis \(-0.8118\), experiments have also shown that eq.(3) works for the cases that all the sources are uniform or gamma (both are sub-Gaussian), but fails for sources of speech signals (it is sup-Gaussian) [18]. Also, for the case of two channels \( k = 2 \), it has been mathematically proved that it works for the cases that all the sources are sub-Gaussian, but may fail for sources of sup-Gaussian in [4]. In [1], by truncated Gram-Charlier series the following fixed

\[
g_1(y^{(j)}) = \frac{1}{5} \exp \left( -\frac{1}{16} (y^{(j)})^2 \right) - \frac{5}{8} (y^{(j)})^3 + \frac{15}{128} (y^{(j)})^4 - \frac{15}{16} (y^{(j)})^5 + \phi_1(y^{(j)}),
\]

\[
\phi_1(y^{(j)}) = -\frac{3}{4} (y^{(j)})^{11} - \frac{27}{8} (y^{(j)})^9 + \frac{14}{3} (y^{(j)})^7 + \frac{29}{4} (y^{(j)})^5 - \frac{29}{4} (y^{(j)})^3, \tag{7}
\]

is used in the algorithm eq.(3). Although the function is quite complicated, as shown in [4], \( g_1(y^{(j)}) \) has a negative standardized kurtosis and thus is sub-gaussian. Therefore, experiments have shown that it indeed works for the cases that all the sources are sub-Gaussian, but fails at least for some sup-Gaussian sources.

In summary of the above experimental facts, we make a conjecture assertion that a source can be separated from others as long as there is one \( j \) with the kurtosis sign of \( g_1(y^{(j)}) \) being the same as the the kurtosis signs of source, or in other word, the product of the kurtosis of source and the kurtosis of \( g_1(y^{(j)}) \) is positive. As a whole, all the sources can be separated as long as there is an one-to-one same-sign-correspondence between the kurtosis signs of \( k \) sources and the kurtosis signs of \( g_1(y^{(j)}) \), \( j = 1, \ldots, k \). That is, there is at least one way to pair all the sources and \( (g_1(y_j)) \) such that for each pair the source and \( g_1(y^{(j)}) \) have a positive product in their kurtosis.

We are still seeking a mathematical proof for the above conjecture assertion. In the rest of this paper, we support it via another different angle by experiments again.

3. A SIMPLIFIED LEARNED PARAMETRIC MIXTURE ALGORITHM

In order to let each \( g_1(y^{(j)}) \) loosely matching a source density, we need to use a flexible density function form for \( g_1(y^{(j)}) \). For this purpose, a finite mixture of densities is used in [14, 15, 16, 17, 18]. The finite mixture model is a general tool for density estimation, which has been widely used in the literature, e.g., see [6] as well as those in the Ref. List of [21, 20]. The special use in [14, 15, 16, 17, 18] is for forming a flexible parametric learnable \( g_1(y^{(j)}) \) such that it can loosely match a source density.

It deserves to mention that the use of a mixture of logistic densities for modeling \( g_1(y^{(j)}) \) has been previously proposed in 1995 by the first author of the present paper and implemented in a joint paper with his colleague under the name of entropy maximization [9] as well as in 1996 by Pearlmuter and Parra [13] under the name of maximum likelihood density estimation. However, it should be noted that both the previous uses are different from each other and also different from the one used in [14, 15, 16]. First, the one \( \cdot \) given in [14, 15, 16] is suggested with a clear motivation obtained in April 1996: we can use a flexibly adjusting density form to loosely match a source density, instead of attempting to estimate as accurately as possible a density by a finite mixture, which is implicitly granted in [9] and [13]. The significance of this loosely matching motivation can be further understood in the rest of this paper. Second, there is some detailed differences in the algorithms given in [9, 13] and [14, 15, 16]. Third, the bias parameter of logistic function used in [13] is modeled by an auto-regression which is more general than simply using a constant in [9] and [14, 15, 16]. Moreover, the learned parametric mixtures used in [14, 15, 16] includes other densities such as gaussian and also the learning is implemented by the well known EM algorithm, instead of gradient technique used in [9] and [13].

For the convenience of comparing with the previous results, here we just introduce the one used in [17, 18]. That is,

\[
g_1(y_j) = \sum_{i=1}^{p_j} \alpha_{ij} q(u_{ij}), \quad u_{ij} = b_{ij}(y_j - a_{ij}),
\]

\[
\sum_{i=1}^{p_j} \alpha_{ij} = 1, \quad \alpha_{ij} = \frac{\exp(\gamma_{ij})}{\sum_{k=1}^{p_j} \exp(\gamma_{kj})}, \tag{8}
\]

where \( q() \) is some density function, \( p_j \) is the number of components in the mixture, \( \alpha_{ij} \) is the weight of the component, \( b_{ij} \) controls the variant of the \( j \)-th density and \( a_{ij} \) is the bias, or location of the center, of the \( j \)-th density.

The density function is given by

\[
q(u_{ij}) = b_{ij} N'(u_{ij}),
\]

\[
h(u_{ij}) = \log\log(u_{ij}) = \frac{1}{1 + \exp(-u_{ij})},
\]

\[
h'(u_{ij}) = \frac{\exp(-u_{ij})}{(1 + \exp(-u_{ij}))^2}, \tag{9}
\]

In fact, the basic idea of the methods given in [14, 15, 16] was first proposed in April 1996 during a two weeks visit of the first author to the third author's lab and presented in a formal seminar in KIKEN, Japan in that period.

Actually, in [13], the use of a mixture of logistic densities was not discussed in its regular text part, but adopted directly in its Appendix A for its simulation in Sec.4.
The gradient algorithm is used to adapt parameters as follows:

\[
\Delta \gamma_{ji} \propto \frac{1}{g_j(y_j)} \sum_{k \in T} \delta_{kj} N(u_{kj}) \alpha_{ik} (\delta_{kj} - \alpha_{kj}),
\]

\[
\Delta \phi_{ji} \propto \frac{1}{g_j(y_j)} \alpha_{kj} \mathbb{K}(u_{kj}) + \mathbb{K}'(u_{kj}) y_{kj},
\]

\[
\Delta \alpha_j \propto -\frac{1}{g_j(y_j)} \alpha_j \beta_j^2 \mathbb{K}(u_{kj}),
\]

for \( h(u_{kj}) = \log \sigma(u_{kj}), \)

\[
\phi_j(y_j) = \frac{1}{g_j(y_j)} \sum_{i \in T} \alpha_{ji} \beta_{ji} \phi_i'(y_{kj})
\]

(10)

where \( \delta_{kj} \) is the Kronecker delta function. The above are updated together with the learning eq.(3).

In [17, 18], the experiments demonstrated that the algorithm with mixture of densities with \( p_j = 7 \) can approximate the marginal densities ‘quite well’ and perform separation in all experiments tried. In this experiment, samples were mixed from the bi-modal beta distribution \( \beta(0.5, 0.5) \) in \([-0.5,0.5]\) and a permuted speech signal, with the first two being sub-gaussian and the last one being super-gaussian. However, the algorithm in [2] works well for the permuted speech signal, but fails for the bi-modal beta distribution \( \beta(0.5, 0.5) \) in \([-0.5,0.5]\) and the uniformly distributed in \([-1,1]\); while the algorithm in [1] works well for the bi-modal beta distribution \( \beta(0.5, 0.5) \) in \([-0.5,0.5]\) and the uniformly distributed in \([-1,1]\), but fails for the permuted speech signal.

In [17, 18], the number of components \( p_j = 7 \) was arbitrarily chosen. From the conjecture statement given in Sec.2, we can easily see that it is able to change the kurtosis sign of \( g_j(y_j) = \frac{1}{0.5} \sum_{i=1}^{10} \phi_i(y_{kj}), w_{kj} = y_{kj} - \alpha_{kj} \) from positive to negative by just adjusting the position parameter \( \alpha_j \). Therefore, if the conjecture statement given in Sec.2 is true, this simple mixture should be already enough for our purpose. That is, we can set \( p_j = 2 \), \( \alpha = 0.5, \beta_j = 1 \). Thus, the algorithm eq.(10) is simplified into \( \Delta \alpha_j \propto -y_j \sum_{i} \alpha_{ji} \beta_{ji} \phi_i'(y_{kj}) \). We have tried it on all the experiments made in [17, 18] with successes.

In the following we introduce one example of three channel mixture. The first is an artificially generated bi-modal symmetric \( \beta(0.5, 0.5) \) distributed i.i.d. source, the second is an artificially generated uniform\((0.5,0.5)\) distributed i.i.d. source, the third one is a permuted speech signal. The mixing matrix used is:

\[
A = \begin{bmatrix}
1 & 0.6 & 0.3 \\
0.8 & 1 & 0.3 \\
0.4 & 0.9 & 1
\end{bmatrix}
\]

(11)

After the system has stabilized, a snapshot of \( V \) and \( a \) are:

\[
V = \begin{bmatrix}
10.2583 & 0.0205 & -0.1169 \\
-0.0085 & 5.0408 & -0.0813 \\
-0.0132 & -0.0095 & 9.3977
\end{bmatrix}
\]

\[
a = \begin{bmatrix}
-2.4460 & 2.4672 \\
0.0241 & 0.0241
\end{bmatrix}
\]

(12)

From this \( V \), we see that three channels have been successfully separated with signal/noise ratio being around 1000. Some detailed experiment results are given in Fig.1. The first row given are the densities (histograms) of the three sources. The second row given are the obtained \( \{g_j(y_{kj})\} \), which are far from the densities (histograms) except that their kurtosis signs are the same as those given in the first row. This fact actually provides a further support of our conjecture assertion made in Sec.2. The third row given are the CDF functions \( e(y_j) = \sum_{i=1}^{10} g_i(y_j)dy_{ij} \) and the last row given are the histograms of the nonlinear transformation \( z_j = e(y_j) \) as did in [2], which are again quite different from the histograms of the first row, although they are roughly similar in their configurations.

4. CONCLUSIONS

An interesting conjecture assertion has been proposed. According to this assertion, a source can be separated from others as long as there is one \( j \) such that the product of the kurtosis of source and the kurtosis of \( g_j(y_{kj}) \) is positive. As a whole, all the sources can be separated as long as there at least one way to pair all the sources and \( \{g_j(y_{kj})\} \) such that for each pair the corresponding source and \( g_j(y_{kj}) \) have a positive product in their kurtosis. This assertion has not only been supported by several experiments on the typically used \( g_j(y_{kj}) \) but also applied to simplify the previous proposed learned parametric mixture algorithm significantly, which is again verified by experimental successes. This latter fact also provides a further support for the proposed conjecture assertion. Currently, further work is still undergoing on seeking a mathematical proof of this conjecture assertion.
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Figure 1: The experiment result of the proposed algorithm with mixture of two densities.