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Abstract. We discuss the relation between nonlinearity and separation capability in the information-theoretic ICA scheme. We propose with justification that a 'loose matching' between the nonlinearity and source distribution is needed. These results give further support to the implementation technique by a learned mixture of parametric densities.

1 Introduction

Nonlinearity is an essential element in adaptive ICA algorithms since it picks up and controls some high order statistics. This issue was previously discussed in the maximum likelihood approach proposed in [3]. In the information-theoretic ICA approaches (e.g., MMI, INFORMAX)[4, 1, 2, 9, 11], the choice of nonlinearity is also a critical issue. Actually, it determines on which class of source distributions the ICA algorithm can work. In contrary to 'strict matching' proposed in previous works [1, 2], we propose that only a 'loose matching' is needed between the nonlinearity and source distribution, justified by the theoretical and experimental analysis on several cases. Also, these results support the use of technique of learning a flexible mixture of parametric densities in implementation1 [10, 11].

2 Problem and the information-theoretic ICA scheme

Suppose there are n unknown independent sources \( s = [s_1, \ldots, s_n]^T \) with \( E s = 0 \). The sources are mixed by an unknown static nonsingular mixing matrix \( A \) as \( x = As \). Given only the observed signals \( x \), the ICA problem is to determine the de-mixing matrix \( W \) which gives the recovered signals \( y = Wx \), such that \( y \) resembles \( s \) as far as possible. Theoretically \( s \) can only be
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determined up to an arbitrary permutation and scaling. That is, if we obtain \( \mathbf{V} = \mathbf{WA} = \mathbf{PD} \), where \( \mathbf{D} \) is a diagonal matrix and \( \mathbf{P} \) is a permutation matrix, separation is said to be achieved.

Recently, a general information-theoretic ICA scheme has been suggested [9, 11] from the YING-YANG Learning Scheme [7, 8]. With \( \{g_i(r)\} \) used to model the scale families of pdf’s of the sources \( \{p_{s_j}(s_j)\} \), the following cost function is formulated:

\[
J(\mathbf{W}) = \int_{\mathbf{x}} p(\mathbf{x}) \log \frac{p(\mathbf{x})}{\det[\mathbf{W}] \prod_{i=1}^{n} g_i(\mathbf{W}_i^T \mathbf{x})} d\mathbf{x}
\]

\[
= \int_{\mathbf{s}} p(\mathbf{s}) \log \frac{p(\mathbf{s})}{\det[\mathbf{V}] \prod_{i=1}^{n} g_i(\mathbf{v}_i^T \mathbf{s})} d\mathbf{s} = J(\mathbf{V}) \tag{1}
\]

The natural gradient decent algorithm [1] is used to perform \( \min_{\mathbf{W}} J(\mathbf{W}) \):

\[
\Delta \mathbf{W} \propto [1 + h(\mathbf{y}|\mathbf{y}^T)]\mathbf{W} \tag{2}
\]

where \( h(\mathbf{y}) = [h_1(y_1), \ldots, h_n(y_n)]^T \), \( h_i(y_i) = g'_i(y_i)/g_i(y_i) \) and \( g_i(y_i) = f'_i(y_i) \).

### 3 Nonlinearity and Separation Capability

The separation capability of the algorithm is determined by \( \{h_i(y_i)\} \), which follows from the choice of \( \{g_i(y_i)\} \). If \( \{g_i(y_i)\} \) models the scale families of \( \{p_{s_j}(s_j)\} \) appropriately, the system can perform separation. If \( g_i(y_i) \) is designated to be equal to \( p_{g_i}(y_i) \), \( J(\mathbf{W}) \) will reduce to the mutual information [4, 1, 0].

\[
J(\mathbf{W}) = \int_{\mathbf{y}} p_{g_i}(\mathbf{y}) \log \frac{p_{g_i}(\mathbf{y})}{\prod_{i=1}^{n} p_{g_i}(y_i)} d\mathbf{y} \tag{3}
\]

The minimization of this \( J(\mathbf{W}) \) can always yield a correct solution \( \mathbf{W} \) because \( J = 0 \) when \( p_{g_i}(\mathbf{y}) = \prod_{i=1}^{n} p_{g_i}(y_i) \). Hence, theoretically \( g_i(y_i) = p_{g_i}(y_i) \) can work on any source distribution but this choice bears some implementation difficulty as \( p_{g_i}(y_i) \) is not known in advance.

On the other hand, it has been proposed recently that the use of a set of \textit{pre-fixed} \( g_i(y_i) \) may also separate sources with \textit{a particular class} of distribution [3, 11]. We consider the following cases:

(i) In [2], \( f_i(y_i) \) are chosen to be \( \text{logsig}(y_i) = \frac{1}{1 + \exp(-y_i)} \), etc, and are shown to be able to separate sources with sharply peaked super-gaussian pdf. In experiments it works on human speech signals [2] but fails on uniformly or beta(0.5,0.5) distributed signals, which are sub-gaussian [11].

(ii) A more general choice for \( f_i(y_i) \) is \( \tilde{f}_i(\tilde{y}_i) = \text{logsig}(b\tilde{y}_i) = \frac{1}{1 + \exp(-b\tilde{y}_i)} \) where the steepness \( b \) is a positive real number. However, we can easily prove:

\textbf{Lemma} Consider an information-theoretic ICA system A with \( \tilde{f}_i(\tilde{y}_i) = \text{logsig}(b\tilde{y}_i) \) and a system B with \( f_i(y_i) = \text{logsig}(y_i) \). \( \mathbf{V} = \mathbf{V}/b \) is a solution.
of the equilibrium equation $\nabla_w J(\tilde{W}) = 0$ for system A if and only if $V$ is a solution of this same equilibrium equation for system B.

Which says that $b$ is just an arbitrary scaling factor for the measuring unit of $y$ and cannot affect the properties of the nonlinearity.

(iii) In [3], $h_i(y_i)$ is directly chosen as $h_i(y_i) = c_i y_i^3$ with $c_i < 0$. It has been theoretically proved the system can separate two sub-gaussian sources but cannot separate two super-gaussian sources.

(iv) **THEOREM 1** Consider the case $h_1(y_1) = c_{11} y_1$ and $h_2(y_2) = c_{23} y_2^3$ with $c_{11} < 0$ and $c_{23} < 0$ acting on two channels of signals. If:

(a) One source is sub-gaussian and one source is super-gaussian, or

(b) One source is gaussian and one source is non-gaussian,

for any initial value, $V$ will converge to and stay stable at one of the following eight correct solutions for signal separation:

**Solution A1:**

\[
V = \begin{bmatrix}
\pm(-c_{11} E[s_1^3])^{-\frac{1}{3}} & 0 \\
0 & \pm(-c_{23} E[s_2^3])^{-\frac{1}{3}} 
\end{bmatrix}
\]  

(4)

**Solution A11:**

\[
V = \begin{bmatrix}
0 & \pm(-c_{11} E[s_1^3])^{-\frac{1}{3}} \\
\pm(-c_{23} E[s_2^3])^{-\frac{1}{3}} & 0 
\end{bmatrix}
\]  

(5)

such that the resulting $y_2$ recovers the channel of $s$ that has a flatter pdf.

**Proof** The equilibrium equation for the algorithm is $\nabla_w J(W) = [\nabla_v J(V)]A^{-1} = 0$, which implies (provided that $\det V \neq 0$):

\[
E[I + h(Vs)(Vs)^T] = 0
\]  

(6)

The equations for the non-diagonal elements can be written as:

\[
\begin{bmatrix}
\mu_1^2 \\
v_{21}^2 \mu_1^4 + 3 v_{22}^2 \mu_1^2 \mu_2^2 \\
v_{22}^2 \mu_2^4 + 3 v_{21}^2 \mu_1^2 \mu_2^2 
\end{bmatrix}
\begin{bmatrix}
v_{11} \\
v_{21} \\
v_{12} v_{22}
\end{bmatrix} = 0
\]  

(7)

where $\mu_i^2 = E[s_i^2]$. Denote the left matrix in eq. (7) as $M$, then $\det M = v_{22}^2 \mu_1^2 (\mu_2^4 - 3[\mu_2^2]^2) - v_{21}^2 \mu_2^2 (\mu_1^4 - 3[\mu_1^2]^2)$. Under the stated condition, we have $\det M \neq 0$, and hence $[v_{11} v_{21} v_{12} v_{22}]^T = 0$. Coping it with the equations for the diagonal elements of eq. (6), we get solution groups $A_1$ and $A_{11}$ exhaustively.

For Solution group $A_1$, the Hessian matrix $\nabla^2 J(V)$ is negative definite (stable) if $s_2$ is sub-gaussian, negative semi-definite (stability not determined) if $s_2$ is gaussian and neither negative/positive definite/semi-definite (saddle point) if $s_2$ is super-gaussian. Similarly, for Solution group $A_{11}$, $\nabla^2 J(V)$ is negative definite if $s_1$ is sub-gaussian, negative semi-definite if $s_1$ is gaussian and neither negative/positive definite/semi-definite if $s_1$ is super-gaussian. It can be shown that there is no local maxima in $J(V)$ and that on singular subspace $\det V = 0$, $J(V) \to +\infty$ as there is deterministic linear dependency between channels.
Thus, \( J(V) \) is monotonic increasing around the local minima, as \( v_{ij} \to \pm \infty \), \( J(V) \to +\infty \).

Hence, we have global convergence to the stable solutions as follows:

<table>
<thead>
<tr>
<th>( s_1 )</th>
<th>( s_2 )</th>
<th>Stable Solution</th>
<th>( y_1 )</th>
<th>( y_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>super-gaussian</td>
<td>sub-gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_1 )</td>
<td>( s_2 )</td>
</tr>
<tr>
<td>sub-gaussian</td>
<td>super-gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_2 )</td>
<td>( s_1 )</td>
</tr>
<tr>
<td>gaussian</td>
<td>super-gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_1 )</td>
<td>( s_2 )</td>
</tr>
<tr>
<td>sub-gaussian</td>
<td>gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_2 )</td>
<td>( s_1 )</td>
</tr>
<tr>
<td>super-gaussian</td>
<td>gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_1 )</td>
<td>( s_2 )</td>
</tr>
<tr>
<td>gaussian</td>
<td>super-gaussian</td>
<td>( \Lambda_1 )</td>
<td>( s_2 )</td>
<td>( s_1 )</td>
</tr>
</tbody>
</table>

In all cases, the pdf of \( y_2 \) is flatter than that of \( y_1 \). \( \square \)

In figure 1, the \( g_i(y_i) \) in case (i) is more sharply peaked (have greater kurtosis) and the \( g_i(y_i) \) in case (iii) is flatter. The fact that the \( g_i(y_i) \) in case (i) cannot separate signals with flat pdf and the \( g_i(y_i) \) in case (iii) cannot separate super-gaussian signals suggests that some matching of \( \{g_i(y_i)\} \) to the scale families of \( \{p_{s_i}(s_j)\} \) is needed. However, the fact that one fixed \( g_i(y_i) \) can work on a broad class of source distribution suggests that the matching needed is not so strict. Hence, these results suggest that only a ‘loose matching’ between \( \{g_i(y_i)\} \) and the scale families of \( \{p_{s_i}(s_j)\} \) is needed. In case (iv), the cubic nonlinearity in channel 2 selects the \( s_i \) with flatter pdf to recover. This fact further supports the suggestion of ‘loose matching’.

### 4 Implementation with mixture of densities

A flexible mixture of parametric densities is suggested to achieve the loose matching [10, 11]:

\[
g_i(y_i) = \sum_{j=1}^{p_i} \alpha_{ij} \psi(u_{ij}), \quad u_{ij} = b_{ij}(y_i - a_{ij}) \quad \alpha_{ij} = \frac{\exp(\gamma_{ij})}{\sum_{k=1}^{p_i} \exp(\gamma_{ik})} \tag{8}
\]

with \( \sum_{j=1}^{p_i} \alpha_{ij} = 1 \) and \( \psi(\cdot) \) being some density function in the form of \( \psi(u_{ij}) = b_{ij} \phi'(u_{ij}) \) and \( \phi(u_{ij}) = \text{logsig}(u_{ij}) \). Thus, we have:

\[
h_i(y_i) = \frac{1}{g_i(y_i)} \sum_{j=1}^{p_i} \alpha_{ij} b_{ij} \phi'(u_{ij}) \tag{9}
\]
which is substituted into eq. (2) as the algorithm for $\mathbf{W}$. Together with eq. (2), the parameters $\{\gamma, \mathbf{a}, \mathbf{b}\}$ of $g_i(y_i)$ are also learned to minimize the $J(\mathbf{W})$ given by eq.(3) via the following descending algorithm:

$$
\Delta \gamma_{ij} \propto -\frac{1}{g_i(y_i)} \sum_{k=1}^{p_i} b_{ik} \phi'(u_{ik}) a_{ik} (\delta_{kj} - a_{ij}),
$$

$$
\Delta b_{ij} \propto -\frac{a_{ij}}{g_i(y_i)} \left\{ \phi'(u_{ij}) + \phi''(u_{ij}) u_{ij} \right\}, \quad \Delta a_{ij} \propto -\frac{1}{g_i(y_i)} a_{ij} b_{ij} \phi''(u_{ij})
$$

(10) (11)

5 Experiment

As shown in Figure 2, three channels of signals are used: samples from bimodal beta distribution $\text{beta}(0.5, 0.5)$ in $[-0.5, 0.5]$, uniformly distribution in $[-1, 1]$ and a permuted speech signal. They are mixed with the mixing matrix:

$$
\mathbf{A} = \begin{bmatrix}
1 & 0.6 & 0.2 \\
0.8 & 1 & 0.3 \\
0.4 & 0.9 & 1
\end{bmatrix}
$$

(12)

In the simulation with the learned mixture of parametric densities with $p = 5$, all sources are successfully separated, where all $\gamma_{ij}$ and $a_{ij}$ are initialized as 1/5 and 0 respectively, $b_{i1}, \cdots, b_{i5}$ are initialized in the interval $[10^{-0.3}, 10^{1.3}]$. The histograms of $y_i$ and $z_i$, and the shape of $g_i(y_i)$ and $f_i(y_i)$ are plotted in Figure 2. The simulation with $f_i(y_i) = \text{logsig}(y_i)$ can only separate the speech signal but failed on the other two sub-gaussian signals as did in [11].

6 Conclusion

The relation between the nonlinearity and separation capability is discussed and a ‘loose matching’ requirement is proposed. Cases on different situation have been presented to support this proposal. This justification can support the the technique of learning a flexible mixture of parametric densities for implementation.
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Figure 2: Result of the experiment. Row 1: histograms of $y_i$. Row 2 & 3: $g_i(y_i)$ and $f_i(y_i)$ respectively. (adapted mixture of densities, --- initial, --- $f_i(\cdot) = \text{logsig}(\cdot)$ for comparison.) Row 4: histograms of $z_i$.


