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Abstract

Approximately 250 million people suffer from color vision deficiency (CVD). They can hardly share the same visual content with normal-vision audiences. In this paper, we propose the first system that allows CVD and normal-vision audiences to share the same visual content simultaneously. The key that we can achieve this is because the ordinary stereoscopic display (non-autostereoscopic ones) offers users two visual experiences (with and without wearing stereoscopic glasses). By allocating one experience to CVD audiences and one to normal-vision audiences, we allow them to share.

The core problem is to synthesize an image pair, that when they are presented binocularly, CVD audiences can distinguish the originally indistinguishable colors; and when it is in monocular presentation, normal-vision audiences cannot distinguish its difference from the original image. We solve the image-pair recoloring problem by optimizing an objective function that minimizes the color deviation for normal-vision audiences, and maximizes the color distinguishability and binocular fusibility for CVD audiences. Our method is extensively evaluated via multiple quantitative experiments and user studies. Convincing results are obtained in all our test cases.

Figure 1: By allocating two visual experiences of ordinary stereoscopic display to different audiences, we firstly accomplish seamless visual sharing between color vision deficiencies (or colorblindness) and normal-vision audiences. Our system synthesizes an image pair from an input image. By wearing the stereoscopic glasses, CVD audiences can identify the original indistinguishable colors. Without wearing the stereoscopic glasses, normal-vision audiences are presented with original colors simultaneously without being aware of the change of visual content.
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1 Introduction

People suffering from the color blindness or color vision deficiency (CVD) are usually not able to clearly discriminate certain colors, leading to misunderstanding, inconvenience, or even danger in daily life. There are approximately 250 million CVD people worldwide [Wong 2011]. Ninety-nine percent of the CVD people are in-born and there is no medical cure, unfortunately. It has been found that CVD is usually hereditary [Sharpe et al. 1999]. In other words, it is common for a family to have mostly normal-vision members and a very few CVD members. However, existing digital visual entertainment systems including computer games, movies, or TV usually do not care or are not aware of the CVD audiences. This leads to an inconvenient scenario that normal-vision and CVD family members may not be able to share the same visual content. Such sharing inconvenience is even more common in working environment.

One way to discriminate colors in daily life is to wear the tinted glasses. They amplify the red-green color difference while filter away the others [Sheedy and Stocker 1984]. However, the visual experience of wearing tinted glasses is not comfortable, and they may potentially impair the depth perception of users [Hartenbaum and Stack 1997]. For digital visual content presented via a display, recoloring techniques [Rasche et al. 2005a; Jefferson and Harvey 2007; Huang et al. 2007] can be applied. Several approaches have been proposed to modify the colors in image to maximize the color distinguishability for CVD individuals. Even though some [Huang
et al. 2007; Kuhn et al. 2008a; Huang et al. 2009] try to minimize the deviation from the originals, the change in color remains significant, and hence the resultant images are no longer shareable with normal-vision audiences. Recent works [Sajadi et al. 2013; Chua et al. 2015] begin to consider the visual sharing need. However, the texture pattern intentionally introduced by Sajadi et al. [2013] is noticeable to normal vision audiences. Colorblind method [2015] introduces obvious “false contour” artifact (to both CVD and normal-vision audiences) when applied to natural images (Fig. 12). Introduction of additional contour (pattern or false contour) should be avoided as audiences cannot differentiate such undesirable content from the original image content.

In this paper, we propose a method to synthesize the color-discriminable and undesirable-content free images that can be shared with CVD audiences, without the normal-vision audiences noticing the change. This sounds unachievable, but with an extra display channel on popular and low-cost stereoscopic display, this becomes feasible. Human binocular vision system can fuse the visual content from both eyes into a single percep, via a complex nonlinear neurophysiological process [MacMillan et al. 2007; Baker et al. 2007]. In other words, the visual perception of the binocular presentation of a dichoptic image pair (two views are different in color) is different from the visual perception of a monocular presentation of the blending of two views. These two different visual experiences can be allocated to the CVD and the normal-vision audiences, separately, so that two types of audiences can share the same visual content. Our configuration is illustrated in Fig. 1. While the normal-vision audiences can simply watch the 2D images via a stereoscopic display as usual (without wearing any glasses), CVD individual has to wear shutter glasses or polarized glasses to view the image pair that maximizes the color distinguishability.

To make such configuration feasible, the input image is fed to our system to synthesize an image pair that can maximize the color distinguishability for CVD audiences when displayed binocularly, and at the same time, the average of the left and right images is equivalent to the input. We formulate the image pair synthesis problem as an optimization problem that simultaneously maximizes the color distinguishability of the image pair for CVD audiences and minimizes the deviation of the left-right average from the input. However, there remains a challenge that the synthesized image pair may not be fusible (binocular rivalry), when two views are too different from each other. Yang et al. [2012] proposed a metric to predict the binocular fusibility. We make an attempt to refine and apply this metric to suit CVD audiences, during the optimization. With our approach, we are the first to achieve “seamless” visual sharing between CVD and normal-vision audiences, not just on toy-case images, but also challenging natural images that contain excessive amount of confusing color pairs. In addition, we propose a novel CVD calibration method that allows us to tailormade the image pair synthesis for different CVD individuals according to their type and severity of color blindness. Our results of various types of images are validated via multiple quantitative experiments and user studies. Our contributions can be summarized as followed.

- While there exist attempts to achieve visual sharing between the CVD and the normal audiences, we are the first to achieve “seamless” visual sharing without the normal vision audiences being aware of the change of visual content. We are the first to demonstrate the seamless visual sharing of challenging natural images, with many confusing colors simultaneously existing in the same image.
- We are the first to utilize the computer-controlled binocular display systems to tailor-made the color discrimination solution for each CVD individual.
- We also propose a novel calibration method to measure the severity of different CVD individuals.

2 Related Work

Humans perceive color via three kinds of cone cells in our retina, with their spectral sensitivities peak at different wavelengths. However for the CVD individuals, one type of cone cells mutates and its spectral sensitivity peak shifts towards that of another type of cone cells. Detailed description of this phenomenon can be found in [Machado et al. 2009].

To study CVD, several models of CVD have been proposed to simulate the visual experiences of the CVD individuals. Note that, there are different types of CVD, including protanopia, deuteranopia and tritanopia. Each type of CVD can have different levels of severity. Based on the experiments of unilateral dichromats [Graham and Hsia 1959; Judd 1948], Brettel et al. [1997] and Meyer and Greenberg [1988] calculated the projection of a given color for different types of dichromacy. According to the two-stage model [Judd 1966], Machado et al. [2009] proposed a unified model that can simulate different types of dichromats with different levels of severity. In our work, we adopt this simulation model.

Optical Approach With these simulation models, several approaches have been proposed to assist the people with CVD in distinguishing colors. The existing approaches can be roughly classified into two main categories: optical approach and recoloring approach. Optical approach [Hovis 1997] requires the user to wear a physical tinted lens to filter certain colors in order to amplify the color difference. However, the tinted lens may unnecessarily filter away color (and hence information) that CVD individuals can well distinguish even without the lens.

Recoloring On the other hand, recoloring approach is mainly for displaying digital visual content. The basic idea is to globally or locally recolor the visual content in order to avoid any color composition that CVD individuals cannot distinguish. Lau et al. [2011] redistributed colors in target color space by optimizing the distinguishability of CVD audiences. However, their solution is limited to colors existing in the projected original image. Laccarino et al. [2006] recolored web pages by increasing the contrast and lightness according to the customized parameters. Jefferson et al. [2006; 2007] developed a user interface to allow users to specify the type of CVD they belong to and adjusts the parameter to distinguish colors. However, since these systems require users to explicitly control the parameters, the quality of recoloring result highly depends on the skill of users. Based on the Kondo’s model [1990], Ichikawa et al. [2004] proposed a method to automatically recolor the images to compensate the loss of color discrimination of CVD audiences. Rasche et al. [2005a; 2005b], Wakita et al. [2005] and Machado and Oliveira [2010] preserved the contrast between all pairs of colors and maintains luminance consistency via optimization. The above automatic methods only consider the CVD audiences during the recoloring, the colors in the resultant images may largely deviate from the original, and hence the results are hardly shareable with the normal-vision audiences.

Visual Shareability Recent works attempt to achieve such shareability between CVD and normal audiences. Huang et al. [2007; 2009] and Kuhn [2008a] minimized the deviation of colors from the original. This relieves the problem but does not really solve it, because the color deviation remains large to avoid confusing the CVD audiences. Hung and Hiramatsu [2013], and Sajadi et al. [2013] proposed a visualization method to overlay patterns over the color
regions to assist CVD audiences. However, the introduction of additional contours (texture in this case) confuses both CVD and normal audiences as audiences no longer can tell the introduced pattern belongs to the original image or serves for differentiating colors. Color discrimination for CVD audiences and preservation of the same visual content for normal vision audiences is always a dilemma, for a single-image configuration. With an extra display channel of stereoscopic devices, we propose to synthesize image pairs that allow CVD audiences to distinguish colors (by wearing stereoscopic glasses), without normal-vision audiences (without wearing any glasses) aware of the change in image. Independently, Chua et al. [2015] proposed a guideline to highlight confusion color regions for CVD audiences using binocular display. Their method is based on luster effect [Howard 2002] and modifies the luminance channel alone, to provide three comfortable and distinguishable luster levels only. Their application to natural images is questionable as there can be much more confusion colors simultaneously exist in the same image. False contours frequently appear when their method is applied on natural images (Fig. 12). As their method is based on the luster effect, they utilize the non-fusibility of binocular vision to discriminate colors. In contrast, our method does not rely on the luster effect and we want to avoid the discomfort caused by the non-fusibility.

So far, most previous methods are not tailor-made solutions, as they do not measure the CVD severity of each individual. In contrast, our solution can be precisely calibrated for each CVD individual, regardless of his/her severity and his/her type of CVD.

3 Overview

Our system overview is illustrated in Fig. 2. It consists of an offline and an online phases. The offline calibration is a one-off step, and should be performed once for each CVD audience (Section 4). During the online recoloring phase (Section 5), our system simultaneously preserves contrasts in two domains, one for CVD audiences and one for normal-vision audiences. Given an input image, our system synthesizes an image pair that maximizes the color distinguishability for the characterized CVD audiences when displayed binocularly, and at the same time, minimizes the deviation of the average left and right images from the input, for normal-vision audiences. As CVD audiences are fed with image pair, we enclose the image pair with a gray boundary (as the one in Fig. 2) to indicate this, from now on.

We formulate our recoloring as an optimization problem. It adjusts the colors to optimize for an objective function that considers three factors: minimization of the color deviation between the input and the blending of left and right images (deviation term); maximization of the chrominance distinguishability for CVD audiences (distinguishability term), and the binocular fusibility for CVD audiences (fusibility term). We first present a global color mapping approach, and then we extend it to a local method, so as to enlarge the solution space and preserve fidelity.

4 Calibration

In this paper, we adopt the CVD simulation model proposed by Machado and Oliveira [2009] due to its nice feature of luminance preservation that facilitates our subsequent computation. The color deficiency can be modeled as a color projection,

$$ \begin{bmatrix} X_{CVD} \\ Y_{CVD} \\ Z_{CVD} \end{bmatrix} = T \cdot \begin{bmatrix} X \\ Y \\ Z \end{bmatrix}, $$

(1)

where $T$ is a $3 \times 3$ color projection matrix; $X$, $Y$, $Z$ are the color values; while $X_{CVD}$, $Y_{CVD}$, $Z_{CVD}$ are the color values perceived by the CVD individual. In other words, the type and severity of a CVD individual can be sufficiently characterized by $T$. Hence, the goal of our calibration is to determine $T$ for each CVD individual.

To do so, the target CVD individual takes part in a simple experiment modified from Farnsworth-Munsell 100 hue test [Farnsworth 1957]. The original Farnsworth-Munsell 100 hue test is time-consuming and tedious. Even worse, the user can learn from the past experience which harms the accuracy of the test. Fig. 3 shows the interface of our test. Each time it shows a pair of color patches. Initially, the two patches have the same color $C_A$. By moving the scroll bar, users can move the color of right patch away from its initial color, and towards another color $C_B$. The color pair ($C_A$, $C_B$) is randomly chosen from Farnsworth-Munsell 100 hue test. Users are asked to gradually move the scroll bar until he/she just notices the two patches are different. $C_1$ (the left color) and $C_{3D}$ (the right color) form the just-distinguishable color pair. In other words, we can slightly move $C_{3D}$ back towards $C_1$ to construct a confusing color pair ($C_1$, $C_2$), where $C_2 = \eta C_1 + (1 - \eta) C_{3D}$ and $\eta = 0.0001$. The target CVD individual cannot distinguish $C_2$ from $C_1$, and our system records this confusing color pair for determining $T$. This process repeats, until the system collects sufficient number of confusing color pairs.

For each confusing color pair ($C_1$, $C_2$), CVD individual cannot distinguish them. Mathematically, it means,

$$ T \cdot \begin{bmatrix} R_1 \\ G_1 \\ B_1 \end{bmatrix} = T \cdot \begin{bmatrix} R_2 \\ G_2 \\ B_2 \end{bmatrix}, $$

(2)

where ($R_1$, $G_1$, $B_1$), and ($R_2$, $G_2$, $B_2$) are RGB values of $C_1$ and $C_2$, respectively. This means each confusing color pair gives us a set of 3 equations. With 9 unknowns in $T$, 3 confusing pairs (9 equations) are sufficient for determining $T$. In practice, we collect 10 confusing color pairs for better accuracy. In addition, as stated in [Machado et al. 2009], each element in $T$ has its own range on values (Section S5 of the supplement), and the sum of each row of $T$ must be equal to 1. Together with these constraints and collected confusing pairs, we solve for a more accurate $T$ in a least-square manner.
5 Recoloring as Optimization

Synthesizing color-distinguishable images for CVD audiences is a problem to recolor images in a lower-dimensional gamut with the goal of preserving contrast. In this regard, it is a dimension reduction problem. Several methods [Gooch et al. 2005; Neumann et al. 2007; Grundland and Dodgson 2007; Kuhn et al. 2008b; Lu et al. 2012] have been proposed for the color-to-gray problem (a related, but not the same as our problem). In particular, Rasche et al. [2005b] synthesized images for CVD audiences using a constrained multidimensional scaling technique. However, existing methods only synthesize a single output image. They do not consider the binocular perception as in our case and therefore not applicable.

To synthesize the image pair for CVD audiences, we formulate this image synthesis as an optimization problem that optimizes an objective function. In our visual sharing application, we need to minimize the color deviation of the blending of left and right images from the original input, so that normal-vision audiences without wearing any stereoscopic glasses are not aware of the color differences. Simultaneously, we want to maximize the color distinguishability and binocular fusibility of the left and right images, when the CVD audiences is presented with the dichoptic image pair. These three requirements correspond to the three energy terms in the objective function, the deviation ($E_d$), the distinguishability ($E_c$), and the fusibility terms ($E_f$). The whole objective function is defined as,

$$\min \{\lambda_1 E_d + \lambda_2 E_c + E_f\}. \quad (3)$$

All terms $E_d$, $E_c$, and $E_f$ are functions of the input image $I$, $f_L$ and $f_R$, where $f_L$ and $f_R$ are the mapping functions of $I$ to the left $f_L(I)$ and the right $f_R(I)$ images, respectively. $\lambda_1$ and $\lambda_2$ are weights.

**Image Pair Synthesis Model** We model the mapping $f_L$ and $f_R$ as a finite multivariate polynomial function [Lu et al. 2012]. That is, we Taylor-expand a continuous function $f$ as

$$f(I) = \sum_{i=0}^{\infty} \omega_i \Phi_i(I), \quad (4)$$

where $\Phi_i(I)$ is the finite multivariate polynomial function. We want to obtain the optimum mapping $f_L$ and $f_R$ by seeking their Taylor parameter sets $\Lambda_L = \{\omega_1^l, \omega_2^l, \ldots\}$ and $\Lambda_R = \{\omega_1^r, \omega_2^r, \ldots\}$. High-order parameters are close to zero as high-order $\omega_i$s correspond to high-frequency information.

In our application, we keep only the first nine components by setting $\omega_i = 0$ for $i = m+1, \ldots, \infty$, where $m = 2$. Each pixel of the original image $I$ contains three color channels, $c_1$, $c_2$ and $c_3$ in RGB color space. Each color channel of a pixel in the synthesized image is formulated as the linear combination $\Phi_i(I)$ of 9 components, $\{c_1, c_2, c_3, c_1, c_2, c_3, c_2, c_3, c_3\}$. With 3 color channels and 2 views, these add up to 54 weights $\omega_i$s to estimate. As the same set of $\omega_i$s is applied to the whole image, changing these parameters only causes smooth color change across the images. Hence, false contour artifacts as in other methods never appear in ours.

**Deviation Term** The deviation term $E_d$ is introduced for normal-vision audiences, as they look at the stereoscopic display (non-autostereoscopic ones) without wearing any stereoscopic glasses. Effectively, they observe the linear blending (average in our case) of the left and the right images. Hence, this deviation term is introduced to minimize the per-pixel color deviation of the blending and the input images. It is simply defined as,

$$E_d = \frac{1}{N} \sum_N \|G(p_i^L, p_i^R) - p_i^I\|, \quad (5)$$

where $N$ is the total number of pixels in the input $I$ and $p_i^I$ is the pixel value at position $i$, and $p_i^L$ and $p_i^R$ are the corresponding pixel values in the left and right images synthesized with the parameter sets $\Lambda_L$ and $\Lambda_R$, respectively. Function $G$ is the linear blending function which depends on the stereoscopic display device. In our case, $G$ is the average of $p_i^L$ and $p_i^R$.

Fig. 4 demonstrates the significance of this deviation term. Without the deviation term, the blending of left and right images (Fig. 4(b)&(e)) may have an observable color difference when compared to the input (Fig. 4(a)&(d)). In contrast, by introducing the deviation term, we can effectively suppress the difference in Fig. 4(c)&(f) (the corresponding left and right images can be found in Fig. S3 & S5 of the supplement). This means that the normal-vision audiences may not be aware of the difference, and hence accomplishes half of our visual-sharing goal.

**Distinguishability Term** The color distinguishability term $E_c$ and the binocular fusibility term $E_f$ (explained shortly) are tailored...
We adopt the BVCP in designing our binocular fusibility term and define it as,

$$E_f = \frac{1}{N} \sum_{i}(B_{cl}(T, p^L_i, p^R_i) + B_{rc}(T, p^L_i, p^R_i)),$$

where functions $B_{cl}$ and $B_{rc}$ measure the contour fusion discomfort and the regional contrast discomfort in [Yang et al. 2012], respectively. $B_{cl}$ measures the discomfort caused by the fusion of the contour difference between the left and right images, while $B_{rc}$ measures the discomfort caused by the fusion of the contrast difference between the left and right images. Different from Yang’s design which takes thresholds on the discomfort values, we minimize these discomfort values in our optimization formulation. The two functions are defined as,

$$B_{rc}(T, p^L_i, p^R_i) = \frac{1}{|\Omega|} \| \sum_{p \in \Omega(p^L_i)} (T \cdot p) - \sum_{p \in \Omega(p^R_i)} (T \cdot p) \|,$$

and

$$B_{cl}(T, p^L_i, p^R_i) = \frac{1}{|\Omega|} \| \sum_{p \in \Omega(p^L_i)} \zeta(T \cdot p) - \sum_{p \in \Omega(p^R_i)} \zeta(T \cdot p) \|,$$

where $\Omega(p_i)$ is the local neighborhood centered at $p_i$ which approximates the projected fusion area. We assume users are viewing the laptop display (as in all our experiments) and set the size of this neighborhood as $11 \times 11$ pixels. Function $\zeta$ returns the luminance perceived by CVD audiences. As we adopt the simulation model proposed by Machado and Oliveira [2009], the same projection matrix that projects RGB to opponent-color space can be applied to both the CVD simulated and original images to obtain the luminance, because their model ensures the luminance perceived by CVD audiences from the original image is the same as that perceived by normal-vision audiences from the simulated image. The detailed description on computing $\zeta$ can be found in Section S5 of the supplement. Fig. 6 compares the results synthesized with and without the fusibility term. Here, we color-code those pixels that have high contrast differences and contour differences in green and red, respectively. We can see that the introduction of fusibility term cleans up those discomfort zones (Fig. 6(b)).

Note that we perform most computation in Lab color space, as it is more sensible for perceptual measurement. But the personalized CVD simulation $(T \cdot p_i)$ has to be first computed in RGB space, as the calibration is conducted in RGB space.
5.1 Local Mapping

So far, the mapping we discussed is a global one. It is not spatially varying. In very rare scenarios, the global constraint is too strong to produce a good solution. Fig. 7 shows the blown-up of one such example where the global mapping fails to synthesize an image pair with sufficient color distinguishability. It happens when the indistinguishable color patches scattered over the image and the color compositions are interconnected. The solution space can be significantly enlarged by relaxing this global constraint to a local one.

The proposed method can be easily extended to local mapping by applying the same method to local regions instead of the whole image. To do so, we randomly distribute \( s \) seeds over the image and apply our method to the region centered at each seed. The region size is set to \( 3 \sqrt{hw/K} \), where \( h \) and \( w \) are the height and width of input image, respectively. This setting ensures each pixel is covered by 3 regions statistically. Obviously, we would like the local parameter set of the \( u \)-th local region, \( \Lambda^L_u \) and \( \Lambda^R_u \), are similar to any regions overlapping with it. Hence, we can design a new smoothness term \( E_{s} \) as,

\[
E_s = \frac{1}{K} \sum_{u,v} (\|\Lambda^L_u - \Lambda^L_v\| + \|\Lambda^R_u - \Lambda^R_v\|), \quad \text{s.t. } u,v \text{ overlap}
\]  

(12)

where \( u \) and \( v \) are regions that overlap and \( K \) is the total number of combination of region overlapping. Hence, our objective function is modified as follows,

\[
\min \left\{ \lambda_1 E_d + \lambda_2 E_c + \lambda_3 E_f + E_s \right\}.
\]

(13)

where \( \lambda_i \) are weights. The overall mapping function \( f \) is modified to be the average of local mapping functions \( f_i \). For each pixel location \( x \), we overload the notation \( f \) and denote it as the overall mapping function at this location as,

\[
f(x) = \frac{1}{K} \sum_{i} f_i(x),
\]

(14)

Fig. 7(d) shows the recoloring result synthesized by this local approach. Halo artifact (the unnatural color change surrounding the strong boundary) appears as a result of color inconsistency from the global perspective. Besides, two isolated regions of the same color may result in color difference, using this local approach (e.g. the colors of the top and bottom green regions in Fig. 8(b) are drifted apart). To reduce the color inconsistency, we can combine the local and global mapping. The change is only on the construction of the overall mapping function \( f \). For each pixel location, if it is overlapped by \( k \) regions, its overall mapping function is defined as

\[
f(x) = \left(1 - \gamma\right) f'(x) + \gamma f''(x),
\]

(15)

where \( f' \) and \( f'' \) are the global mapping and local mapping respectively. Parameter \( \gamma \) weights between the global and local mapping. Fig. 8 visualizes the effects of different \( \gamma \) values. Throughout all our experiments, we set \( \gamma=0.2 \), i.e. a higher weight on the global mapping for maintaining the color consistency. By combining the local and global mapping and optimizing them together, we enlarged the solution space while maintaining the color consistency. The result is further improved and no more observable haloing nor color drift exists (Fig. 7(c), Fig. 8(d)).

We solve the optimization with a typical gradient descent approach. We calculate the energy function in Eq.(13), take the derivative to the Taylor parameters \( \omega \), step forward along the tangent direction, and repeat this process until the energy value converges. It may take 10 to 100 iterations to converge, depending on image content. To
reduce the chance of being trapped by local optimum, we perform multiple times of gradient descent (50 times for all experiments), each with a different initial point. The one with the minimal energy is selected as our result. Since our current implementation is not optimized nor GPU-parallelized, it takes 1 to 10 minutes for optimizing a 1M-pixel image. It can be significantly sped up by applying speed-optimized solver together with GPU acceleration, as most computation can be straightforwardly parallelized.

5.2 Estimating Energy Weights

The energy weights \(\lambda_1, \lambda_2, \lambda_3\) of the objective function in Eq.(13) are estimated via a user study, so that the same set of weights are universally applied. We sample the 3D weight space of \((\lambda_1, \lambda_2, \lambda_3)\) with \(\lambda_1, \lambda_2, \lambda_3 \in [0.01, 100]\). For each sample point in the weight space, we optimized the corresponding objective function in order to synthesize the image pairs (30 images from a rich variety of visual content are selected). Then, twenty participants are invited in this weight estimation phase. Half of them are CVD audiences and the rest are normal vision audiences. For CVD audiences, they have to wear the stereo-glasses and are presented with the synthesized image pairs in dichoptic mode. They were asked to grade each synthesized image pair with a single score \([1,10]\), with 10 being the best) by collectively considering both the color distinguishability and the binocular fusion comfortability. For normal vision participants, they were monocularly presented with the synthesized images, as well as the original images, and are asked to grade the synthesized images in terms of deviation from the originals (also in the scale of \([1,10]\)). The final score of each sample point in \((\lambda_1, \lambda_2, \lambda_3)\) space is the average score of all participants on all correspondingly synthesized image pairs. Fig. 9 shows the result. Since the weight space is 3D, we visualize the result by fixing \(\lambda_3\) at different instances. We found that the optimal weights can be found at \((1,1,1)\). For this set of weights, the standard deviation (SD) of scores given by normal audiences is 0.85 and the SD by CVD audiences is 1.52, which are relatively small. Hence, we fixed our weights as \((1,1,1)\) for all experiments. Note that our results are not very sensitive to the choice of weights, i.e. two results from two sets of slightly different \(\lambda_i\) values are sometimes visually quite similar. This can be observed in Fig. 9. Even though the graphs are plotted against the natural log of \(\lambda_i\), the audiences scores of adjacent \(\lambda_i\) sets are still quite similar.

6 Results and Discussion

To evaluate the effectiveness of our method, we relied on visual comparison and multiple quantitative experiments as well as user studies with both CVD and normal-vision audiences.

Visual Comparison Firstly, we visually present our synthesized image pairs, by taking the most severe case of protanopia as our target CVD audiences for generating results presented in this paper. Due to the space limit, results for other types of CVD audiences and other degrees of severity can be found in Fig. S11 to S16 of the supplement. Fig. 12 compares our results with our competitors. Both drawing (including test image from Ishihara test) and real photograph examples are evaluated. All test images exhibit at least one or multiple regions that CVD audiences has a difficulty in distinguishing colors. Two state-of-the-art methods proposed by [Huang et al. 2009] and [Chua et al. 2015] are compared. The former represents the traditional single-image recoloring method which attempts to minimize the deviation from original image, while the latter produces an image pair which is similar to our method. For a fair comparison, we have obtained the original implementations from [Huang et al. 2009] and [Chua et al. 2015] to generate their results for comparison. The left half of Fig. 12 shows the input and results as in normal vision, while the right half visualizes the results in CVD simulation. Note that Chua’s and our results in Fig. 12(g) are presented binocularly to CVD audiences. For normal vision, the left and right images are blended (Fig. 12(c)&(d)) to simulate the blending effect of stereoscopic display without wearing the stereoscopic glasses. From the results, both Huang’s and Chua’s methods may fail to generate CVD-distinguishable results (e.g. the Ishihara image “42”). Moreover, their methods tend to introduce annoying false contours in natural images such as the results of “fruits” (as highlighted by red boxes). From the CVD simulation, the false contour of Chua’s method is even more severe in almost all natural image results (Fig. 12(g)). In contrast, our results (blending of left and right) are almost identical to the input when presented to normal-vision audiences, and the distinguishability is maintained when displayed binocularly for CVD audiences. No false contour exists in any of our results thanks to our synthesis model. We achieve seamless visual sharing in which normal vision audiences are not aware of any discrepancy, while simultaneously CVD audiences’ distinguishability are enhanced.

Quantitative Evaluation To quantitatively and objectively evaluate our results, we compare our images with those generated by readers are referred to Fig. S1 & S2 of the supplement, where we also compare our method to [Sajadi et al. 2013] and [Kuhn et al. 2008a]. We cannot fit in all results in the paper due to the page limit. As no original implementation of [Sajadi et al. 2013] can be found, we can only compare our results with the ones provided by their paper. The code of [Kuhn et al. 2008a] only produces recolored image in CVD simulated color space but not recolored image in normal vision, so we can only partially compare to their results. In summary, [Sajadi et al. 2013] introduces additional texture which limits its application to natural images, as audiences can no longer tell whether the texture is original or introduced by the synthesis. On the other hand, the method in [Kuhn et al. 2008a] does not consider normal vision audiences and may also produce undesirable false contours.

Figure 9: Score against \(\lambda_1, \lambda_2\) and \(\lambda_3\). x axis represents \(\lambda_1\), while y axis represents \(\lambda_2\) and z axis represents score. Four instances of \(\lambda_3\) are plotted. More details can be found in Fig. S17, S18 & S19 of the supplement.
Table 1: Statistics from quantitative evaluations in SSIM, PSNR and CPR.

<table>
<thead>
<tr>
<th></th>
<th>SSIM (normal)</th>
<th>PSNR (normal)</th>
<th>CPR (CVD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chua</td>
<td>0.9573</td>
<td>33.1896 dB</td>
<td>0.8897</td>
</tr>
<tr>
<td>Huang</td>
<td>0.8844</td>
<td>22.5771 dB</td>
<td>0.9215</td>
</tr>
<tr>
<td>Ours</td>
<td>0.9719</td>
<td>40.0124 dB</td>
<td>0.9576</td>
</tr>
</tbody>
</table>

[Huang et al. 2009] and [Chua et al. 2015] again. Thirty test cases of a wide variety of images are evaluated. They all exhibit color indistinguishability to CVD audiences. Note that our method and the method in [Chua et al. 2015] both generate an image pair, while the method in [Huang et al. 2009] generates a single image. We separate the quantitative evaluation into two parts, one for evaluating results presented to normal-vision audiences and the other for evaluating results presented to CVD audiences.

For results presented to normal-vision audiences, we evaluate how far our and competitors’ results deviate from the input images. So we measure the SSIM [Wang et al. 2004] and PSNR. Since normal-vision audiences are presented with the blending of our left and right images, we compute the average of left and right images, and measure the SSIM and PSNR of the average image compared to the input. Table 1 shows the statistics. The higher the values are, the smaller the deviation the images are. Both SSIM and PSNR scores of our results are the best. Huang’s scores are the worst and significantly lower than ours, as their method considers no normal vision audiences and only utilizes a single display channel. Chua’s SSIM score is slightly lower than ours, but their PSNR score is much lower than ours, due to the false contours. This is also evidenced in the above visual comparison.

To evaluate the results presented to the CVD audiences, we measure how well the contrast is preserved from the input image to the CVD simulated image pair. We extract the part corresponding to the contrast term in SSIM and regard it as the contrast preservation rate (CPR). It is defined as,

\[
\frac{1}{n-1} \sum_{i=1}^{n} \frac{(x_i - \mu_x)(y_i - \mu_y) + \epsilon}{\sigma_x^2 + \sigma_y^2 + \epsilon},
\]

where \(x_i\) and \(y_i\) are the two corresponding pixels from two compared images; \(\mu\) and \(\sigma\) are the mean and standard deviation within a local neighborhood; \(n\) is the number of pixels in the local neighborhood; \(\epsilon\) is a small constant to avoid divide-by-zero. In all our experiments, we take a local neighborhood of 11×11. This CPR falls in the range of [0,1]. The higher the value is, the better the contrast is preserved.

Next, we convert our left and right images to the CVD simulated color space, and compute the above CPR for each pixel in both images. The two resultant CPR maps are combined into one by taking the maximum of two corresponding pixels from the two maps. This per-pixel maximum operator is justified by the psychological finding [Scott et al. 2000] that, when two different contrast images are presented in a dichoptic manner, human vision system selectively perceives the sites with stronger contrast during the binocular single vision. Finally, the whole image CPR is simply the mean of all pixels in the combined map. The CPRs of our competitors are computed similarly, except that no maximum operation is needed for [Huang et al. 2009] as their method synthesizes only a single image. From the statistics, our method outperforms our competitors. Chua’s score is much lower because of the false contours.

**User Study on Functionality** To directly evaluate our effectiveness, we invite 8 CVD individuals (2 deuteranopes and 6 deuteranomalous of age 18 to 27) with different severity to participate in an user study. Before the test, we first perform a short Ishihara test to classify the CVD type of each participant, then perform calibration to obtain his/her personal projection matrix, for generating results that tailored for each participant. Fifteen test images are chosen for the experiment. They contain Ishihara test images, color charts, and natural images (Fig. 10). All test cases exhibit at least one or more places where CVD individuals cannot distinguish colors. Test cases are presented to the participants in a random order.

During the experiment, we compare the visual experience of CVD audiences in using our solution to that of wearing tinted glasses (Enchroma Cx lenses), and that of two existing methods, [Huang et al. 2009] and [Chua et al. 2015]. We set up the experiment using a stereoscopic display on the laptop ASUS G750JX. Its displaying luminance is around 250 cd/m² and its size is 17.3 inches. User studies are conducted indoor with an ambient illumination of around 200 lux and the laptop display is calibrated with the colorimeter Spyder 3 in the same lighting condition. The display screen is positioned at 0.5 meter away from the participant. During testing our solution and [Chua et al. 2015], they have to wear the shutter glasses in which the images are presented to them in a dichoptic way. For tinted-glasses solution, participants wear the tinted glasses and are presented with the input images. For testing [Huang et al. 2009], participants are monocularly presented with the recolored images without wearing any glasses. Monocular presentation of the original input images to CVD participants without wearing any glasses is also provided as the control.

During the survey, we ask the CVD participants with questions on the functionality and the comfortability of the compared solutions. For functionality, we ask whether CVD participants can distinguish the colors and acquire the visual information. Since the nature of the types of test images are quite different, the way we query are adjusted accordingly for each type of images. For Ishihara test images, participants are asked to tell the number or object embedded in the image. For color chart images, participants are asked to link the color legend with the color regions in the chart. Only when they can correctly link all colors will the answer be considered as correct. For natural images, participants are asked to point out whether two circled regions are in difference colors (Fig. 10(c)). For each test case, we ask the participants twice, each with a different circled region pair. One of them is fake, i.e. the circled region pair is of the same color. Only when both questions are answered correctly, we regard the answer as correct.

Fig. 11(a) plots the average correctness of the above four solutions together with the control. The breakdown statistics for each type of test images can be found in Fig. S38 of the supplement. The vertical interval on each bar corresponds to the 95% confidence interval of user correctness. In general, all four solutions improve the correctness when compared to the control. Except for the type of natural images, the tinted glasses solution is inferior than the
control. To ensure the statistics is meaningful, we further apply the one-way analysis of variance (ANOVA) with a significant level 0.05 and a commonly used post hoc analysis method, least significant difference (LSD), to evaluate the result. Statistics shows that the difference between the control and tinted-glasses method is not significant, and that between the control and each of the three coloring methods (Chua’s, Huang’s, and our methods) are statistically significant ($p$-values are much smaller than 0.05). That means the improvement of wearing tinted glasses is not significant, while the other three solutions improve the color distinguishability. In terms of functionality, our method is statistically better than Chua’s method, and comparable to Huang’s method. Note that Huang’s method is designed without the consideration of normal vision audiences. Detailed statistics can be found in table S1 to S5 of the supplement.

Even if the participants can correctly answer, they may not be certain. So we also record their certainty of the correct answers. The certainty is in the scale of 1 to 5, with 5 being very certain. Fig. 11(b) plots the average certainty of each solution. From this overall statistics, there is no statistically significant differences in certainty between the control and each of the four solutions. Looking into the breakdown statistics of color chart images, the certainties of tinted-glasses and Chua’s method are significantly lower than that of the control. For the natural images, our method significantly improves the certainty and outperforms all competitors.

### User Study on Comfortability

Next, we evaluate the visual comfortability. As three out of four solutions require CVD participants to wear extra glasses, these three (the tinted glasses, Chua’s and ours) certainly have a lower comfortability. We ask the user to grade their overall comfortability of these two solutions, again in the scale of 1 to 5, with 5 being the most comfortable. Fig. 11(c) plots the statistics. From the overall statistics, our solution is significantly better than tinted-glasses and Chua’s method. CVD participants complain that tinted-glasses color the whole view, and leads to unnatural viewing experience, while Chua’s solution introduces too much false contours. Similar observation is found in the breakdown statistics, except for the Ishihara image type, in which Chua’s method and ours are comparable.

The second test is on binocular rivalry and is only for Chua’s and our method, both utilize binocular display and dichoptic presentation. For each test case, we ask the participants whether the image pair can form a stable percept. Table 2 shows the stability of perceived images (we assume our data follows normal distribution and calculate confidence intervals according to t-distribution table). Stable vision are generally formed in around 88.3% in Chua’s results. This is as expected since all their results are produced under a certain amount of luminance deviation, which is below the rivalry threshold shown in their paper. The percentage of stable vision for our method is higher than Chua’s, around 90.8%. Note that our optimization can only minimize, not eliminate, the chance of binocular rivalry. If the test case is very tough, it is possible the system has to pay less attention on the fusibility to trade for distinguishability and deviation. This happens in the cases of Ishihara images. These test cases are so tough that our competitors even cannot generate solutions (the top row of Fig. 12(g) & (h)). Our method has to relax the fusibility to generate solutions, leading to the higher chance of binocular rivalry.

The third test is on the visual preference. This test is always the last among all tests for CVD participants. We tell the participants the right answer for each test case and present them the solutions of all competitors again. Ask them to grade their preference on each solution in the scale of 1 to 5, with 5 being the most preferred. The tinted-glasses and Chua’s solution are the most unpopular, while Huang and our methods are comparable. Nevertheless, our solution offers the extra visual shareability with normal-vision audiences.

### User Study on Visual Shareability

We evaluate the visual shareability by studying the visual experience of normal-vision audiences when they are presented with the recolored images. We invited 10 participants with normal vision (age 18 to 30). Fifteen test images previously used for the above CVD user study are reused here. In each test session, the participant is presented with a $2 \times 2$ matrix of panels of images on the same stereoscopic display with the same illumination condition set up for the CVD user study. The normal-vision audiences do not wear any glasses. The top-left panel shows the original input images. The other three panels show the recolored images by [Huang et al. 2009], [Chua et al. 2015], and ours in a random order. Our and Chua’s image pairs are displayed via the stereoscopic display, and hence effectively, the blending results of left and right images are presented to the participants.

During the experiment, participants are asked to select one or more results, that are closest to the original input, out of the three panels. We allow participants to choose more than one results when there is a tie. Table 3 shows the percentage of participant selections for all three solutions. Our results are selected over 84% of cases. This confirms to the statistics in quantitative evaluation, and evidences that our method introduces the minimal change. Note that for the remaining 16%, participants prefer our competitors’ results because they make little changes on the original images, which also makes them fail to produce color-distinguishable solution (for CVD audiences).

### Video Extension

Video extension is an obvious next step to pursue. Machado and Oliveira [2010] and Huang et al. [2011] also consider temporal consistency in their methods, by sacrificing the deviation term a bit. Although our method is originally designed for static images, we have evaluated its feasibility in extension to video, via a naive strategy to maintain the temporal coherence. As each frame is synthesized with the corresponding Taylor parameter values, we can apply a temporal Gaussian filter (of a window size of 11 frames) on the parameter values. A result can be found in the supplementary materials.

To evaluate the result of video extension, we invite 8 deuteranopes and 10 normal people to perform a preliminary user study. One video is tested in this study. CVD participants are asked to watch the original video first, followed by our recolored video (wearing the stereo-glass). They are asked whether the color contrast in the recolored video is enhanced, and whether there exist any abrupt color changes in the recolored video. All CVD participants agree that our method improves the color contrast when compared to the original video, and 7 out of 8 CVD participants cannot aware of any tem-

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chua</td>
<td>88.3%</td>
<td>32.1%</td>
<td>94.1% - 82.5%</td>
</tr>
<tr>
<td>Our</td>
<td>90.8%</td>
<td>28.9%</td>
<td>96.0% - 85.6%</td>
</tr>
</tbody>
</table>

Table 2: Stable vision. The statistics above shows the percentage that stable vision is formed for Chua’s and our methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huang</td>
<td>6.0%</td>
<td>23.7%</td>
<td>10.3% - 1.7%</td>
</tr>
<tr>
<td>Chua</td>
<td>38.0%</td>
<td>48.5%</td>
<td>46.8% - 29.2%</td>
</tr>
<tr>
<td>Ours</td>
<td>84.7%</td>
<td>36.0%</td>
<td>91.2% - 78.2%</td>
</tr>
</tbody>
</table>

Table 3: Deviation from the origins for normal-vision audiences
poral incoherence of the recolored video. For normal-vision participants, they are presented with the original and recolored videos in a side-by-side manner, and are asked to rate the color similarity between the two videos. The rating options include “not similar at all,” “slightly similar,” “moderately similar,” “almost the same” and “totally the same.” All of them rate the video as “almost the same” or “totally the same.” This pilot test looks promising. Nevertheless, we believe a more sophisticated algorithm may be needed for more challenging video cases, and a more thorough evaluation may be required. This is out of the scope of this paper and should be our future direction.

**Limitations**  Although our system can be calibrated for the target CVD audience, it can serve for only one type of CVD audiences at a time (either protanopia, deuteranopia or tritanopia). When the CVD audiences are in the same CVD type but different severity, we may calibrate our system according to the most severe individual so as to ensure the distinguishability for all audiences. Our current implementation also assumes that both eyes own the same type and the same severity of CVD. If this does not hold, we need to separately model the projection matrices for left and right eyes. We believe that, by modifying the implementation and utilizing binocular suppression, we can still generate a good solution. Another assumption is that the perceived image of normal audiences is the linear blending of left and right images on the screen, and here we ignore the influence of the nonlinear gamma correction of the display. BVCP is originally designed for normal-vision audiences. In this paper, we basically assume the BVCP model can be applied to CVD individual. Another limitation is that our method relies on the validity of the physiologically-based simulation of CVD vision. If the simulation cannot accurately model the visual perception of CVD individual, we may fail to produce good result for CVD individual. Fortunately, the CVD simulation in our recoloring optimization framework is replaceable. If a more accurate CVD simulation model is proposed in the future, we can simply replace our current model with the more advanced one. Recoloring-based techniques can be applied on digital visual content only, this limits its applications in comparison with the optical approach. Our current implementation is not real-time, further optimization is required.

**7 Conclusions**

By utilizing the extra display channel of stereoscopic display, we present the first system that allows CVD and normal-vision audiences to share the same visual content seamlessly and simultaneously, without sacrificing the original image color for normal-vision audiences or sacrificing the color distinguishability for CVD audiences. By wearing the stereoscopic glasses, CVD audiences can identify the indistinguishable colors. Without wearing the stereoscopic glasses, normal-vision audiences are presented with the blending of the left and right images, which is very close to the original image. We solve the image pair recoloring problem as optimization of an objective function that minimizes the color deviation for normal-vision audiences, and maximizes the color distinguishability and binocular fusibility for CVD audiences. Via extensive quantitative experiments and user studies, we demonstrate the effectiveness of the proposed method.

So far, we have tackled the still images and performed a pilot test on its extension to video. More sophisticated algorithm may be needed for maintaining the temporal coherence of more challenging cases (that may reduce the solution space) and further in-depth evaluation is necessary. This will be our future direction. Currently we do not consider the visual attention. We believe if the visual attention is taken into account, some of the constraints can be further relaxed and lead to an even larger solution space.
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Figure 12: Visual comparison of results. Column (a) shows the input. (b),(c)&(d): Results from Huang’s, Chua’s and our method as in normal vision. (e) Input in CVD simulation. (f),(g)&(h): Results from Huang’s, Chua’s and our method as in CVD simulation. Note that Chua’s and our results are image pairs for CVD audiences. False contours can be found in red boxes.