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Abstract

Wide field-of-view is necessary for many industrial applications, such as air traffic control, large vehicle driving

and navigation. Unfortunately, the supporting structure/frame in most systems usually blocks part of the view,

results in “blind spot” and raises the risk to the pilot. In this paper, we introduce a video-based tele-immersive

system, called the Immersive Cockpit. It captures live videos from the working site and recreates an immersive

environment at the remote site where the pilot situates. It immerses the pilot at the remote site with a panoramic

view of the environment, hence improves interactivity and safety. The design goals of our system are real-time,

live, low-cost and scalable. We stitch multiple video streams captured from ordinary CCD cameras to generate

a panoramic video. To avoid being blocked by the supporting frame, we allow a flexible placement of cameras.

This approach trades the accuracy of the generated panoramic image for a larger field-of-view. To reduce the

computation, parameters for stitching are determined once during the system initialization. The panoramic video

is presented on an immersive display which covers the field-of-view of the viewer. We discuss how to correctly

present the panoramic video on this non-planar immersive display screen by sweet spot relocation. We also present

the result and the performance evaluation of the system.
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I. INTRODUCTION

Immersion increases the perceived level of reality and helps interactivity in many multimedia applica-

tions, ranging from video conferencing to entertainment industry. A wide field-of-view (FOV) is needed

to immerse the user into the virtual/reconstructed environment. For high level of fidelity, real-time provi-

sion of immersive video is necessary. Real-time video streaming is possible, but it is limited to a restricted

field-of-view without the use of a specialized camera. It is still challenging to develop a tele-immersive

application that acquires and presents panoramic video in a real-time, live, low-cost and scalable fashion.

The feature of wide FOV is necessary in many applications. For instance, an air traffic control tower

with almost 360◦ FOV (Figure 1(b)) is ideal for traffic coordinators inside to respond quickly during an

emergency. Hence the wide FOV improves safety. However, the FOV is often limited by the supporting

frame of the building (Figure 1(a)). Drivers of large-scale vehicles (e.g. excavator in Figure 2(a)) also

need a complete picture of the working environment in order to work efficiently and safely. Again, the

FOV is reduced by the supporting frame (Figure 2(b)). In some cases, the working site is hazardous to

the driver. It would be ideal if the driver sits in a safe place and controls remotely as if he/she was located

in the actual site without being obscured by the supporting frame (Figures 2(a)-(d)).
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(a) (b)
Fig. 1. Air traffic control tower. (a) FOV is limited by the supporting frame. An ideal case is to have a wide FOV

as illustrated by the shaded region in (b).

(a) (b)

(c) (d)
Fig. 2. (a) Potential industrial application of the Immersive Cockpit. (b) Flexible camera placement avoids occlu-

sion of supporting structure and offers wide FOV (c) & (d).

Our goal is to develop a low-cost, workable, and scalable tele-immersion system in order to demon-

strate a system framework which allows the generation of panoramic video stream in real-time. The

video-based immersive system we developed is called the Immersive Cockpit. It generates panoramic

video by applying the image mosaicing techniques in still imagery. We use groups of low-cost CCD

video cameras (without using expensive specialized cameras), each pointing at different direction, to cap-

ture the scene. Their views are slightly overlapped in order to facilitate the stitching of these videos to

form the panoramic video. Live video streams from the cameras are fed into our mosaicing engine to cre-

ate live panoramic video. Unlike the previous systems [23], [7], [21], [40] which restrict the placement of
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cameras in a small region in order to minimize the parallax between camera centers, we allow a flexible

placement of cameras to avoid the occlusion due to the supporting frame (see the camera placement in

Figure 2(b)). This approach may introduce error into the composed panoramic video, but enlarge the

FOV. In other words, we trade the accuracy of panorama for larger FOV. The panoramic video is created

in real-time and projected onto a large hemispherical display. Due to the large FOV coverage, users are

immersed in the reconstructed environment just as situated in the actual environment. The goal of devel-

oping the Immersive Cockpit is to allow user to be situated anywhere to work remotely as if he/she was

located in the actual site.

The development of the Immersive Cockpit faces challenges in various fields, ranging from computer

vision, image processing, video compression, networking, high performance computing and computer

graphics. The system is built partially based on off-the-shelf components. Our contribution is mainly the

system integration of different technologies stemmed from different research fields. The remainder of this

paper presents how we handle different challenges. It is organized as follows. Section II describes some

of the related works. Section III gives the architectural overview of our Immersive Cockpit. Section IV

describes how our system acquires the video streams of the scene. In Section V, we explain how the

collection of video streams are stitched to form a panoramic FOV video. Section VI describes how this

panoramic video is correctly displayed on an immersive display. The results are followed in Section VII.

Finally, conclusions are drawn in Section VIII.

II. RELATED WORK

Creating virtual environment is not new. Most of the existing systems fall into one of the three cate-

gories: either geometry-based, image-based and hybrid systems. Geometry-based virtual reality system

uses geometrical objects to represent the scenes. Flight simulator for training air pilot is a typical exam-

ple. Since real scene can be arbitrarily complex, modeling real scene may result in huge amount of data

which cannot be rendered in real-time. Besides, the modeling cost is prohibitively high. Instead, scenes

can be represented using the image-based approach [18], [29]. The reconstructed environment is realistic

and the modeling process can be avoided. Hybrid systems make use of both image and geometric model.

Augmented reality systems belong to this category.

The proposed Immersive Cockpit belongs to category of image-based system. Three main challenges

arise in this area: image acquisition, image registration and display.
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A. Image Acquisition

In acquiring a scene, ordinary video cameras can only capture a limited FOV [37]. By using a cluster

of cameras [22], [39], [13], [12], wide FOV image can be obtained. These cameras introduce further

problems such as the requirement of a common optical center. Instead of using ordinary ones, cameras

with fish-eye lens can be used [46]. Furthermore, specially designed cameras are developed. Nayar [23]

developed an omni-directional camera which captures at video rate, a hemispherical field of view as seen

from a single point. Majumder et al. [20] developed a camera cluster with a single camera center. Baldwin

et al. [3] used a single camera to capture the image reflected from a conic mirror.

Most previous acquisition systems require a cluster of cameras being mounted on a framework and/or

special devices (such as fish-eye lens or conic mirror) being installed. In our system, multiple ordinary

cameras are adopted and no special device is needed. The placement of cameras is flexible and not

mounted on any specially designed framework in order to avoid the occlusion due to the supporting

frame (Figure 2(b)). However the relative position and orientation among the cameras should be fixed

during the capture.

B. Image Registration

Since we do not fix the cameras on any specially designed framework, we rely on the image registration

techniques to generate the panorama. Most existing techniques fall into three main categories. The phase

correlation approach bases on the image properties in frequency domain. Firstly proposed by Kuglin

and Hines [19], the algorithm uses 2D Fourier transform and computes the displacement between two

images from the phase of their cross power spectrum. This algorithm is scene-independent and accurate

to within one pixel for image differing by a pure 2D translation. Instead of finding the displacement, other

methods [33], [8] determine the rotation and scaling for image registration. These algorithms, however,

are quite sensitive to noise and also require the overlap extent to occupy a significant portion of the images

(e.g. at least 50%).

The second approach is transformation recovery [7], [21], [40], [42]. It is a more intuitive approach.

The method makes use of the fact that two spatially neighboring images are related to each other by a

homography transformation. By recovering the homography transformation, images can be stitched to-

gether. To recover the homography transformation, feature based methods [7], [21] rely on the detection

of image features, with which the camera motion can be computed. In the absence of distinctive features,

automatic feature extraction methods usually fail. Another way to recover the homography transforma-
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tion [15] is to iteratively adjust the camera motion parameters. Szeliski [40] and Gonzalez et al. [14]

proposed the use of Levenberg-Marquardt minimization to find the transformation matrix. Szeliski and

Shum [38], [42] further formulated the 2D mosaicing problem by assuming the camera rotates around a

fixed point. In our system, we applied their method to stitch video frames from different cameras.

The third approach is the video sweeping [28], [14], [34]. It creates panoramic mosaics by combining

the scene information from the frames in a video sequence. The motion of the camera is recovered and

thus the information of the video frames can be properly combined together. Peleg and Herman [28] used

a manifold projection which simulates the sweeping of the scene with a plane using an one dimensional

sensor array. Their method works fine for a single video strip only but usually fails for the case of multiple

video strips. Sawhney et al. [34] improved the method by using topology inference and local-to-global

alignment.

C. Immersive Display

For immersive presentation of data, it comes mainly in two forms. The first is the head mount display

(HMD). The second is the very large screen [31], [35], [30], typically projected onto a wall and referred

to as a spatially immersive display [43], [6]. HMDs have a number of deficiencies such as separating

the users from their familiar environment, low resolution, bulky, and heavy. Since Cruz-Neira et al.

developed CAVE [6], the focus moves to the construction of display system with multiple screens and

projectors. The problem becomes finding the relationship between screens and projectors so that the

whole set of devices can be considered as a single logical display unit [6], [4], [1], [44], [9], [25]. With

multiple randomly placed projectors, Raskar et al. [30] tackled the problem of aligning the projected

images so that they appear as a seamless one. Screens are commonly planar in shape. Raskar et al. [32]

projected the image onto non-planar screens. This approach allows the use of virtually any wall or

structure of a room to act as the display screen. In our system, we adopt a hemispherical display screen

which covers about 180◦ FOV of the viewer.

III. SYSTEM OVERVIEW

The Immersive Cockpit is an integration of a number of modules. Figure 3 illustrates the interaction

between different modules. The video capture module captures the real-world scenery as digital video.

The video streaming module allows the captured video data to be transmitted across the network. The

stitching and rendering module combines multiple video frames at one time instance to form a single

panoramic frame. Finally, the display module presents the panoramic video to the viewer on a hemi-
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spherical display. The following sections describe each module in details.
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Fig. 3. System configuration

IV. VIDEO ACQUISITION

The video capture module captures the scene with as large FOV as possible. Capturing devices such

as digital camcorder or CCD camera should be used. Instead of using sophisticated cameras as in [39],

[20], we use off-the-shelf components in developing our system. This has numerous advantages including

higher flexibility and greater system scalability.

A. Camera Placement

Unless using special equipment [3], [46], it is not possible to capture the whole 360◦ scene (spherical,

not just cylindrical) with a single camera. To capture video streams of 360◦ FOV, our system uses multiple

ordinary CCD cameras. The video cameras are placed so as to enlarge the FOV and avoid the occlusion

due to the supporting frame. One requirement of our system is scalability, i.e. when more cameras are

used, we get image with larger FOV. Since our display unit is of hemispherical shape, capturing 180◦ is

sufficient for our need. Our system can be easily extended to capture 360◦ FOV by adding more cameras.

Theoretically, these cameras should be placed close together so that their centers of projection (COPs)

coincide. This arrangement of cameras facilitates the mosaicing process. However, in practice, this

coincidence requirement can be relaxed depending on the actual applications. Outdoor scene capture
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(a) (b)

Fig. 4. (a) Basic capture unit: 2 CCD cameras connected with an angle-adjustable frame. (b) The views of the

cameras should overlap in certain degrees.

(with no nearby object) relaxes this coincidence constraint. Even in the indoor scene capture, relaxation

is possible if the user accepts small error in the final panoramic images. Moreover, we want to avoid

the occlusion due to the supporting frame, a setup with all camera centers being coincident cannot avoid

occlusion due to the nearby obstacle. Instead, our system requires all camera centers should be loosely

coincident, i.e. all cameras should be pointing roughly from the same point. Interested readers are referred

to Appendix for the details of this parallax problem. The Appendix also serves as a guideline for camera

placement. Another requirement is that there should be about 20% of overlap between the views of two

adjacent cameras in order to facilitate the image mosaicing (Figure 4(b)).

Fig. 5. Camera placement for indoor scene capture

The basic capture unit is a group of two cameras mounted on an angle-adjustable framework as shown

in Figure 4(a). The upper camera points downward while the lower one points upward in order to reduce

the distance between the COPs of two cameras (Figure 4(a)). Note that we mount two cameras on a

framework, not because our system requires so, but solely due to convenience.
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For indoor scene where objects are near, the distance between COPs should be as small as possible.

Figure 5 shows the camera placement for indoor scene capture. For outdoor scene, cameras can be placed

farther apart without causing serious problems in the stitching process. Figure 14 shows the floor-plan of

our camera placement for outdoor scene capture (more details in Section VII). With eight cameras, our

system covers approximately a view with horizontal FOV of 150◦ and vertical FOV of 110◦. To enlarge

the coverage, more cameras can be added.

B. Video Capturing

During capture, the output of 4 cameras (2 basic capture units) are connected to a video merger which

combines 4 videos into 1 video (Figure 6). The combined video is then fed to the video grabber installed

in a PC. This combination degrades the video quality. The reason of using a video merger is because

normally a PC can handle only one input video stream without relying on some expensive specialized

video capture boards. For an eight camera cluster, this would require a farm of eight PCs. Using a

video merger can greatly reduce to using two PCs only, though sacrificing the video quality. With the

combined video stream, video compression and streaming can be carried out in a more cost-effective

manner. Figure 6 shows an example. Four 320×240 video streams are combined into a single 640×480

video stream.

C. Video Streaming

The captured video is compressed in real-time and streamed across the network to the target display

module. Since we transmit multiple video streams to the stitching and rendering module, it is important

Video Quad
Splitter

Camera

Camera

Camera

Camera

Fig. 6. The video merger combines 4 video streams
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Fig. 7. Steps of capture

to synchronize the input video streams. Otherwise, the stitching and rendering module may wrongly use

the frames of different time instance to compose the panoramic frame and introduce discontinuity into

the resultant panoramic frame. We synchronize the clock of each video capture PC with the network

time protocol (NTP). NTP is a protocol which can accurately distribute network time to the accuracy of

millisecond. Video usually has a frame rate of 25 to 30 fps, which is in the order of ten of milliseconds.

Hence NTP offers sufficient accuracy for our need. During capture, we add a time-stamp to each frame

so that the stitching and rendering module can determine the right set of frames at any particular time

instance.

Our delivery model for the video streams follows the simple peer-to-peer design. This consists of the

following steps (Figure 7):

1. Before the streaming starts, messages are sent to the capturing PCs to notify the beginning of the

capture session.

2. Video are grabbed and encoded by the software video encoder.

3. The encoded data is time-stamped and sent across the network to the receiver side.

4. Upon receiving the encoded frames, they are decompressed. Time-stamps are used for recovering the

frame sequence and synchronizing frames from different video streams.

5. The synchronized video frames are passed to the stitching and rendering module to generate the

panoramic video.

Different video streaming models [27], [11], [24], [36], [2] suit for different applications. Although

we currently use the peer-to-peer model, the system can be easily extended to the broadcast basis which

allows multiple users to experience the same virtual environment simultaneously.



11

Camera
Calibration

Texture
Coordinates

Offline Phase

Manual Points
Selection &

Automatic Fine
tuning

Cameras'
intrinic

Parameters

Sample
Video

Capture

sample video
frames

 Measure of
Display

Geometry

Geometrical
Information

Stitching

Correspondence

Warping Render

Online Phase

Panoramic
Video Stream

Live
Video

Capture

Video Streams Immersive
Display

Colour
Balancing

Fig. 8. Processing Pipeline

V. PANORAMA CONSTRUCTION

Image mosaicing is the task of combining a collection of images with small FOV to obtain an image of

larger FOV. In our system, we combine a collection of continuous video streams (fixed viewing direction)

with small FOV to generate a continuous panoramic video stream of large FOV. We called this process

continuous video mosaicing. Note that we do not use the terminology video mosaic as it has been used

by other researchers [14], [41] to refer the construction of a static panoramic image from a video stream.

Instead of running the image mosaic algorithm once per video frame, we apply the mosaicing algorithm

once and re-use the mosaic parameters for all the subsequent frames. In this way, the image mosaicing

can be done in the offline phase. Figure 8 shows the processing pipeline. The processing pipeline can

be divided into offline and online phases. In the offline phase, all necessary pre-computations are done.

This includes the computation of lens distortion parameters, intrinsic parameters, extrinsic parameters,

and warping parameters due to sweet spot relocation (explained shortly). All these parameters are then

implicitly stored as texture coordinates attached to the vertices of a triangular mesh representing the

panorama. In the online phase, minimal work is carried out to create and display the panoramic video

stream. The subsequent video frames from multiple CCD cameras are simply treated as textures and

mapped onto the triangular mesh using standard graphics hardware to synthesize the panoramic video

frames. Hence, no computation of those parameters is necessary.

The offline phase includes the following steps:

1. Calibration of Cameras - Each camera is calibrated separately for computing its intrinsic parameters
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and lens distortion parameters.

2. Finding Correspondences - Since the overlapping region among different views is limited (we try to

minimize the number of cameras used), automatic correspondence determination methods usually cannot

reliably function. Instead, correspondences are manually identified. Automatic refinement is done to

obtain a better correspondence matches.

3. Mapping Video Frames onto Panorama - Using the obtained parameters and the geometry of display

screen, we compute a triangulated panorama and the texture coordinates of its vertices. These texture

coordinates actually tell where on the screen the pixels from the video frames should be drawn. Once the

texture coordinates are computed, they are repeatedly used for stitching subsequent video frames.

During video capture, very little amount of computing resource is available. The major task in the

online phase is the real-time composition of panoramic frames. In order to speed up the panoramic

composition process, we take advantage of the current commodity graphics accelerators which render

millions of texture-mapped triangles in real-time. Upon receiving all video frames, they are used as the

texture maps. Using the precomputed triangulated panorama and its texture coordinates, the video frames

are mapped onto the triangular mesh and blended together to form a panoramic frame in a real-time

fashion. Figure 9 shows the triangulated panorama. Each camera contributes part of the panorama. To

visualize their contributions, we color-coded the contributions in Figure 9(b).

(a) (b)

Fig. 9. Panoramic frame is composed by texture mapping and blending. (a) The composed panorama and (b)

contributions from different cameras visualized by color-coding.

A. Assumptions

When stitching the video frames, we make the following assumptions:

1. The COPs of all cameras are at the same location.
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2. The cameras’ relative positions and orientations are fixed.

3. There are sufficient regions of overlapping between adjacent camera views for registration and align-

ment.

4. The input video streams are synchronized.

Normal cameras cannot be placed at the same location as they physically occupy certain amount of

space. Thus, the first assumption is normally invalid unless using specially designed cameras and frame-

work [39], [13]. The violation of this single-COP assumption makes the image mosaicing difficult. How-

ever, within a tolerable error, the standard image mosaicing algorithm can still be applied without notice-

able artifact. This tolerance depends on the distance from camera to the closest object in the scene (see

Appendix). Hence outdoor scene has a higher tolerance than that of the indoor scene.

In our application, the relative positions and orientations of cameras do not change. To avoid any

potential turbulence such as perturbation due to wind, cameras can be mounted firmly on a stable base.

Moreover, as cameras are manually positioned in the setup phase, it is always possible to arrange in such a

way that there are sufficient degree of image overlapping between adjacent cameras. Our flexible camera

placement allows cameras be placed to avoid obstacle from blocking the view. Thus, the second and the

third assumptions are guaranteed. For the synchronization of video streams, as mentioned before, we use

the Network Time Protocol and timestamping.

B. Camera Calibration

Several methods for camera calibration have been proposed in previous literatures. Readers are referred

to [10] [45] for detail derivation. The model we employed is as follows: an ideal camera can be thought

as a perspective projection which maps a 3D point Pw = (xw, yw, zw) in camera space to a 2D point

Ps = (xs, ys) on the image. This ideal pin-hole camera model can be described by Equation 1,
⎛
⎜⎜⎜⎝

xs

ys

1

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

fu 0 cu

0 fv cv

0 0 1

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

xn

yn

1

⎞
⎟⎟⎟⎠ (1)

where Pn = (xn, yn) = (xw/zw, yw/zw).

Real cameras usually deviate from this ideal model. Camera distortion has to be taken into account

when dealing with the real scene capture. This distortion can be decomposed into three major compo-

nents: shift of the optical center, radial distortion and de-centering distortion. Although it may not be

apparent when viewing a single image, the distortion may cause noticeable mismatch when stitching

multiple images.
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The internal camera model we employ is similar to that used by Heikkila and Silven [16]. With the

introduction of distortion, we get the distorted point P̃n = (x̃n, ỹn) which is defined as follow:

⎛
⎝ x̃n

ỹn

⎞
⎠ = (1 + k1r

2 + k2r
4 + k5r

6)

⎛
⎝ xn

yn

⎞
⎠

+

⎛
⎝ 2k3xnyn + k4(r2 + 2x2

n)

k3(r2 + 2y2
n) + 2k4xnyn

⎞
⎠ (2)

where r2 = x2
n + y2

n and ki are the distortion coefficients. The distorted point P̃n in image space can be

computed similarly using Equation 1 with Pn replaced by P̃n. Finding the undistorted point Ps from a

given distorted point P̃s (distorted point from the camera) requires the inverse mapping of distortion. We

solve this by an iterative numerical method.

To calibrate the cameras, we employ the camera calibration toolbox of Open Source Computer Vision

Library (OpenCV) (http://sourceforge.net/projects/opencvlibrary/). We place a checkerboard in front of

each camera and capture several sample images. The recognized corners in the checkerboard images and

the known geometry of the checkerboard allow us to feed the parameters required in Equations 1 and 2.

C. Homography

For any two cameras with a common optical center, their images can be related by a 2D projective

transformation, or homography. Several approaches have been proposed, interested readers are referred

to [40], [38] for in-depth derivation. For completeness, we summarize the key idea in this section. This

homography maps pixel (x, y) of image I to pixel (x′, y′) of image I′. This 3× 3 homography matrix H

has nine unknowns but with eight degree of freedoms.

H =

⎛
⎜⎜⎜⎝

m0 m1 m2

m3 m4 m5

m6 m7 m8

⎞
⎟⎟⎟⎠ (3)

By applying the constraint m8 = 1, the homography can be rewritten to the following form:

x′ =
m0x + m1y + m2

m6x + m7y + 1
y′ =

m3x + m4y + m5

m6x + m7y + 1

These eight unknowns can be solved without using any 3D information from the scene. With a min-

imum of four pairs of image correspondences, we can determine all unknowns [40], [38]. In practice,

more correspondence pairs are identified to minimize the error. With n correspondence points, we form
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a system of 2n equations.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1 y1 1 0 0 0 −x1x
′
1 −y1x

′
1

0 0 0 x1 y1 1 −x1y
′
1 −y1y

′
1

x2 y2 1 0 0 0 −x2x
′
2 −y2x

′
2

0 0 0 x2 y2 1 −x2y
′
2 −y2y

′
2

...
...

...
...

...
...

...
...

xn yn 1 0 0 0 −xnx′
n −ynx′

n

0 0 0 xn yn 1 −xny′n −yny′n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

m0

m1

m2

m3

m4

m5

m6

m7

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x′
1

y′1

x′
2

y′2
...

x′
n

y′n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

Solving the system for mi, the homography can be obtained. When the system is over-determined, we

find a solution which introduces the least error. We achieve this by using singular value decomposition

(SVD). It registers images reasonably well, provided that image correspondences are correct. The method

depends heavily on the accuracy of image correspondences. When errors exist, the homography computed

may not well register images. Therefore, a fine adjustment step is carried out. It minimizes the following

sum of the squared intensity errors of the image pairs.

E =
∑[

I ′(x′, y′) − I(x, y)
]2

(5)

where I(x, y) and I′(x′, y′) are the values of corresponding pixel pairs in images I and I′ respectively.

The error function sums all pixels within the overlapping region of images I and I′. We employ the

Levenberg-Marquardt method [40], [38] to perform this minimization. With this minimization, the com-

puted homography is further improved.
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D. Stitching Multiple Sources

So far we only consider the case of fusing two input images. For N input images, the same method is

recursively applied. In the first round, adjacent images are combined, resulting in N/2 images. Recur-

sively, the adjacent images from the newly formed N/2 images are combined to give N/4 images. This is

done repeatedly until one single mosaic is resulted. This hierarchical approach is illustrated in Figure 10.

After registering all input images, the images are composed into a complete mosaic. However, there

are inevitably errors in the registration process. A simple linear blending function is used to smoothly

blend the images together, resulting in a seamless mosaic. This blending is done in real-time using the

commodity graphics accelerators. For better composition, one may opt to use multilevel blending method

described by Burt and Adelson [5], in the expense of higher computation requirement.

VI. IMMERSIVE PROJECTION

A. Immersive Display

A large display is essential to fool the human so as to provide a feeling of immersion in the vir-

tual/reconstructed environment. As sight contributes around 70% of human perception [17], fooling the

sense of sight is the main concern for immersion. This feeling of immersion can be achieved by surround-

ing the whole FOV of users. Normal people have a horizontal FOV of around 150◦ and vertical FOV of

around 110◦. This is also the degree of FOV we capture.

In our system, we employ a hemispherical display called the VisionStation [1]. It consists of a LCD

projector equipped with the F-Theta lens (a fish-eye-like lens) and a human-sized hemispherical screen.

The large hemispherical screen engulfs the viewer and offers a horizontal FOV of 180◦ and vertical FOV

of 135◦ (see Figure 11).

B. Sweet Spot Relocation

Sweet spot refers to an ideal viewing position where a correct image can be observed. Obviously,

this spot should be located at the center of projection (COP) of the projector. However, this position

is normally not available for a viewer since the projector itself occupies space. Once the viewer moves

away from the sweet spot, he/she observes a distorted image. To overcome this problem, the sweet spot

should be relocated to a designated viewing position. In other words, we should warp the image so that

the viewer can observe a distortion-free image at the designated viewing position.

To relocate the sweet spot, we need to know the position of the projector Pp, the position of the viewer

Pe (sweet spot), and the geometry of the display screen. Then, rays are cast from the sweet spot towards
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Fig. 11. Panoramic display of indoor scene on the hemispherical screen.

the display screen. For a point u on the image plane associated with the sweet spot, we project it onto

the screen and obtain an intersection point Pt. The projector sees Pt as v on the projector image plane.

Therefore, a relationship can be established between u and v (Figure 12). By warping the pixel from u

to v, we pre-distort the image so that the image looks correct as viewed from the sweet spot. For display

of simple geometry, an analytical solution of this warping can be derived. For general display surface

which can be partially concave and partially convex, analytical solution may not be available. Numerical

method is the only choice in such case.

(a) (b)
Fig. 12. Sweet spot relocation

To display the distortion-free image on the VisionStation, we compute the image warping by ray cast-

ing. Firstly, we associate an image plane with the sweet spot. This image plane should be oriented to face

the display screen. For each pixel u on this image plane, we determine its corresponding point v on the
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projector image plane. A ray is cast from Pe via u towards the projection screen along the direction Re.

The ray hits the projection screen at Pt. Thus,

Pt = Pe + tRe (6)

where t is a scalar.

The VisionStation display screen is considered as a unit sphere with center at the original (Fig-

ure 12(b)), therefore,

|Pt| = 1

|Re|2t2 + 2Pe · Ret + |Pe|2 − 1 = 0 (7)

Solving Equation 7, we obtain two solutions of t. We discard the one not on the projection screen (z-

coordinate of Pt > 0 in our model).

Next, we determine point v on the projector image plane where Pt is projected onto. A ray is cast from

Pp towards Pt. Therefore,

Pt = Pp + sRp (8)

where s is a scalar and Rp is the unit vector from Pp towards Pt.

Combining with Equation 6, we get

Rp =
Pe − Pp + tRe

|Pe − Pp + tRe| (9)

The VisionStation projector employs a F-Theta lens, which is a fish-eye-like lens. Its projection is no

longer perspective. Instead, the relationship between the point v and the vector Rp can be described by

the following equation,

l = βθ (10)

where l is the distance between v and the image center, β is a proportionality constant and θ is the angle

between the associated ray (Rp) and the principle projection axis (see Figure 13 for the illustration of

notations). In other words, if the light ray Rp deviates θ from the principle axis, it intersects the image

plane at a point v with distance l from the image center.

By simple trigonometry, we get

φ = tan−1

(
yp

xp

)
θ = cos−1

(
Rp · −Ẑ

)
(11)

where Rp = (xp, yp, zp) and −Ẑ is the negative z-axis of the projector coordinate system.
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(a) (b)

Fig. 13. The non-perspective projection provides a full coverage of the hemispherical display. (a) & (b) illustrates

the meaning of notations used in our derivation.

Using Equations 10 and 11 we obtain the image coordinate of v

v = (xv, yv) = (βθ cos φ, βθ sin φ). (12)

This warping from u to v is encoded in the texture coordinates computed during the offline phase.

In actual implementation, we have to obtain several measurements. These measurements include the

physical geometry of the hemispherical screen and the physical viewpoint of the user. All the steps carried

out in the sweet spot relocation are performed off-line.

VII. IMPLEMENTATION AND RESULTS

Our current implementation of the Immersive Cockpit uses eight color CCD cameras which are con-

nected to two video quad mergers. Two PCs (Pentium III 500 MHz) digitize the signals and send the

video across the network to a remote site for panoramic display. The receiver side contains a Pentium

III 600 MHz PC connecting to an immersive display, the VisionStation. The computers are connected

through an 100 Mbps Ethernet network. Since we do not rely on any high-end workstation, the cost of

our system is not high. Readers are referred to the following webpage for the supplementary video

http://www.cse.cuhk.edu.hk/∼ttwong/papers/cockpit/cockpit.html

A. Scenes from Static Cameras

Indoor scene contains nearby objects. Hence, cameras should be placed as close as possible in order

to minimize the error. Figure 5 shows the arrangement of cameras. Figure 16(a) shows all 8 captured

views. The stitched panorama is shown in Figure 16(b). This panorama is further warped for sweet spot

relocation (Figure 16(c)) so that it looks correct when displayed on the hemispherical display screen.
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Figure 11 shows the warped panorama displayed on the VisionStation. There are minor artifacts in the

final panoramic video. When an object approaches the cameras, there is a slight ghosting artifact due to

the violation of single-COP assumption.

For the outdoor case, objects are expected to be far away. The cameras can be positioned farther apart

without significant error due to parallax. In our experiment, we capture the environment surrounding our

Engineering building. The capture is taken place on the 10th floor of the building. Figure 14 shows the

floor-plan of our camera arrangement. The cameras are arranged into two groups which are approximately

3 meters apart. Even with this large displacement, the video streams can be combined with little visual

artifact (Figure 16(d)-(f)). For instance, if the maximum displacement between optical center of cameras

are 20cm, a distance of more than 112.4 meters can be considered as far away (see appendix). Hence,

our mosaicing engine can be used without introducing significant visual artifacts. In the outdoor example

illustrated in Figure 14, the minimum distance is 1.684 kilometers.

Fig. 14. Arrangement of cameras for outdoor scene capture

B. Scenes from Dynamic Cameras

To demonstrate the ability of our system in the application of navigation, we also capture the walk-

through sequences of two outdoor scenes using dynamic cameras. We use the same camera configuration

as in the indoor static case. The camera set is moved as a whole. The relative position and orientation

among cameras remain unchanged during capture. Figures 17(a)-(d) show four frames from the cafeteria

example in which the camera set moves from left to right. Another example, the bridge, is shown in

Figures 17(e)-(h). In this case, the camera set moves forward.
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Source Latency (milliseconds)

Video compression 15 - 30 ms

Video decompression 15 - 30 ms

Network buffering 120 ms

Network latency 10 ms

Rendering <30 ms

Total < 220 ms

TABLE I

LATENCY

Video Codec avg. fps compression ratio

Motion JPEG 24.256 16.63

MPEG-4 8.479 113.10

Indeo 1.250 34.04
TABLE II

PERFORMANCE OF THREE DIFFERENT VIDEO CODECS

C. Performance

Latency is an important issue in any tele-immersive applications. Our current implementation assumes

the distance between the cameras and the remote viewer is within the same city. Our system can attain a

latency of less than 220 milliseconds. Table I shows the breakdown of latency in our system. The latency

is contributed by multiple components including, video encoding, network buffering, network latency

and rendering.

Table II shows the performance against different video codecs. Under our high bandwidth network

(100Mbps), motion JPEG outperforms other compression methods. Park and Kenyon [26] pointed out

that a maximum latency of 100 milliseconds is required for tele-operation. Our current implementation

is suitable for passive viewing but may not be suitable for tele-operation. To satisfy such latency require-

ment, we need to reduce the time for network buffering. Currently, we assume the network is very noisy

and keep a large buffer. Another bottleneck is the speed of video codec. Note that we are currently using

low-end PCs (Pentium III 500MHz) and software video codec. The performance can be significantly

improved if we use high-end PCs and install the hardware video codec.
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Fig. 15. (a) Bandwidth vs. No. of camera. (b) Frame rate vs. No. of camera.

D. Scalability

Our Immersive Cockpit is designed to be scalable. The number of video cameras for scene capture

can be increased if necessary. By using 8 video cameras, we are able to cover almost the whole viewing

hemisphere, resulting in about 150◦ horizontal FOV and about 110◦ vertical FOV. We investigate the

system by varying the number of video cameras used. In our current arrangement, each basic capture unit

(two cameras) captures a vertical band of the scene. Each addition of a basic capture unit increases the

horizontal FOV by approximately 35◦. Hence, about eleven units are enough to cover the whole 360◦

FOV.

We have also measured the bandwidth usage against the number of cameras (Figure 15(a)). The re-

lationship is about linear. Our current configuration still does not utilize the whole available bandwidth.

There is still room to be scaled up. More cameras can be added. With a network bandwidth of 100Mbps,

more than 20 cameras can be supported. If the Ethernet does not offer such high efficiency, we can in-

crease the compression ratio to accommodate more video streams (as a trade-off of image quality) in the

same network.

Figure 15(b) shows the average frame rate against the number of cameras. There is a slight drop of

frame rate when more cameras are added. Using software codec, we still obtain a real-time performance.

For additional cameras, the frame rate is expected to drop. The frame rate of our system is mostly

guaranteed to be above 20 fps.

The optimal image resolution depends on applications. An application requiring large FOV and far-

away object monitoring, as in the case of air traffic control tower, may require high-resolution video.

On the other hand, an application requiring 180◦ FOV and close-object monitoring, such as the case of
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vehicle driving, can accept lower resolution video.

E. Limitations

The generated panoramic video is sometimes not sharp enough. In some cases, ghosting effect is

observable. Moreover, there is a problem of discontinuity in the color tone. These are mainly due to the

following reasons:

1. The video streams may not be well stitched due to the errors in selecting feature points for correspon-

dence. Another possible problem is the violation of far-away-scene assumption as some objects are too

close to the cameras.

2. During the run-time, the depth of objects may change and cause stitching errors.

3. Ordinary CCD video cameras are usually equipped with a built-in automatic gain control (AGC) which

automatically adjusts the brightness as well as the contrast. Different parts of the scene have different

lighting conditions, hence different cameras (pointing at different parts of the scene) may have different

gain values. This results in varying tone across the stitched images. This tone problem can be solved

by using video cameras with computer-controllable exposure unit. Note that the exposure of all cameras

should be adjusted in phase in order to maintain the tone consistency.

4. In capturing the video signals, the video merger shrinks the resolution by half in both width and height

hence reduces the image quality.

5. The video codec degrades the video quality for compression. Setting a lower compression ratio can

certainly improve the image quality, but with an increase of requested network bandwidth.

VIII. CONCLUSION

In this paper, we present our system, the Immersive Cockpit, for the tele-immersive reproduction of

the remote environment. Panoramic video stream can be generated on-the-fly without using specially-

designed video capture devices. By employing common CCD cameras, we reconstruct the remote envi-

ronment on the immersive display.

In the future, we will extend our system to include 3D sound and remote control functions. This will be

especially useful for industrial tele-immersive applications and usage in remote exploration. Currently,

we use eight cameras which cover around 150◦ FOV. We will increase the possible viewing direction by

adding more cameras to the system.
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APPENDIX

Parallax is the difference in apparent direction of an object as seen from two different viewpoints. If

two cameras see a 3D point with parallax less than half of the minimum angle subtended by a pixel, then

the projected pixel coordinates will deviate less than half a pixel as if the cameras share a common optical
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center. This can be formulate as the following inequality:

Ap < Ae/2 (13)

where Ae is the angle subtended by a pixel and Ap is the angle of parallax. By simple trigonometry

(Figure 18), we have

tan
Ap

2
≈ De/2

D
(14)

where De is the distance between the optical centers of camera C1 and C2 and D is the distance from the

object. Hence,
De/2

D
< tan

Ae

4
(15)

As Ae is usually very small, tan(Ae/4) is approximately equal to Ae/4. Thus,

D > 2De/Ae (16)

In our current setup for outdoor scene, De is approximately 3 meters and Ae is 0.00356 radian. Hence

the minimum distance D from the closest object should be at least 1.684 kilometers in order to keep the

error within a pixel.

Ap

De

C1

C2

D

Scene Point
P

Fig. 18. Parallax of two cameras
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