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ABSTRACT
This paper investigates the MaxRS problem in spatial databases. Given a set \( O \) of weighted points and a rectangular region \( r \) of a given size, the goal of the MaxRS problem is to find a location of \( r \) such that the sum of the weights of all the points covered by \( r \) is maximized. This problem is useful in many location-based applications such as finding the best place for a new franchise store with a limited delivery range and finding the most attractive place for a tourist with a limited reachable range. However, the problem has been studied mainly in theory, particularly, in computational geometry. The existing algorithms from the computational geometry community are in-memory algorithms which do not guarantee the scalability. In this paper, we propose a scalable external-memory algorithm (ExactMaxRS) for the MaxRS problem, which is optimal in terms of the I/O complexity. Furthermore, we propose an approximation algorithm (ApproxMaxCRS) for the MaxCRS problem that is a circle version of the MaxRS problem. We prove the correctness and optimality of the ExactMaxRS algorithm along with the approximation bound of the ApproxMaxCRS algorithm. From extensive experimental results, we show that the ExactMaxRS algorithm is two orders of magnitude faster than methods adapted from existing algorithms, and the approximation bound in practice is much better than the theoretical bound of the ApproxMaxCRS algorithm.

1. INTRODUCTION
In the era of mobile devices, location-based services are being used in a variety of contexts such as emergency, navigation, and tour planning. Essentially, these applications require managing and processing a large amount of location information, and technologies studied in spatial databases are getting a great deal of attention for this purpose. Traditional researches in spatial databases, however, have mostly focused on retrieving objects (e.g., range search, nearest neighbor search, etc.), rather than finding the best location to optimize a certain objective.

Recently, several location selection problems [9, 16, 18, 19, 20, 21, 22, 23] have been proposed. One type of these problems is to find a location for a new facility by applying the well-known facility location problem in theory to database problems such as optimal-location queries and bichromatic reverse nearest neighbor queries. Another type of location selection problems is to choose one of the predefined candidate locations based on a given ranking function such as spatial preference queries.

In this paper, we solve the maximizing range sum (MaxRS) problem in spatial databases. Given a set \( O \) of weighted points (a.k.a. objects) and a rectangle \( r \) of a given size, the goal of the MaxRS problem is to find a location of \( r \) which maximizes the sum of the weights of all the objects covered by \( r \). Figure 1 shows an instance of the MaxRS problem where the size of \( r \) is specified as \( d_1 \times d_2 \). In this example, if we assume that the weights of all the objects are equally set to 1, the center point of the rectangle in solid line is the solution, since it covers the largest number of objects which is 8. The figure also shows some other positions for \( r \), but it should be noted that there are infinitely many such positions – \( r \) can be anywhere in the data space. The MaxRS problem is different from existing location selection problems mentioned earlier in that there are no predefined candidate locations or other facilities to compete with. Furthermore, this problem is also different from range aggregate queries [17] in the sense that we do not have a known query rectangle, but rather, must discover the best rectangle in the data space.

![Figure 1: An instance of the MaxRS problem](image)

In practice, there can be many kinds of facilities that should be associated with a region of a certain size. For
example, if we open, in an area with a grid shaped road network, a new pizza franchise store that has a limited delivery range, it is important to maximize the number of residents in a rectangular area around the pizza store. This is the case of finding a more profitable place to set up a new service facility.

For an opposite case, the MaxRS problem can be applied to find a more serviceable place for client users. Consider a tourist who wants to find the most representative spot in a city. In this case, the tourist will prefer to visit as many attractions as possible around the spot, and at the same time s/he usually does not want to go too far away from the spot.

There has been little research for this natural problem in the database community. In fact, this problem has been mainly studied in the computational geometry community. The first optimal in-memory algorithm for finding the position of a fixed-size rectangle enclosing the maximum number of points was proposed in [11]. Later, a solution to the problem of finding the position of a fixed-size circle enclosing the maximum number of points was provided in [4].

Unfortunately, these in-memory algorithms are not scalable for processing a large number of geographic objects in real applications such as residential buildings and mobile customers, since they are developed based on the assumption that the entire dataset can be loaded in the main memory. A straightforward adaptation of these in-memory algorithms into the external memory can be considerably inefficient due to the occurrence of excessive I/O’s.

In this paper, we propose the first external-memory algorithm, called ExactMaxRS, for the maximizing range sum (MaxRS) problem. The basic processing scheme of ExactMaxRS follows the distribution-sweep paradigm [10], which was introduced as an external version of the plane-sweep algorithm. Basically, we divide the entire dataset into smaller sets, and recursively process the smaller datasets until the size of a dataset gets small enough to fit in memory. By doing this, the ExactMaxRS algorithm gives an exact solution to the MaxRS problem. We derive the upper bound of the I/O complexity of the algorithm. Indeed, this upper bound is proved to be the lower bound under the comparison model in external memory, which implies that our algorithm is optimal.

Furthermore, we propose an approximation algorithm, called ApproxMaxCRS, for the maximizing circular range sum (MaxCRS) problem. This problem is the circle version of the MaxRS problem, and is more useful than the rectangle version, when a boundary with the same distance from a location is required. In order to solve the MaxCRS problem, we apply the ExactMaxRS algorithm to the set of Minimum Bounding Rectangles (MBR) of the data circles. After obtaining a solution from the ExactMaxRS algorithm, we find an approximate solution for the MaxCRS problem by choosing one of the candidate points, which are generated from the point returned from the ExactMaxRS algorithm. We prove that ApproxMaxCRS gives a (1/4)-approximate solution in the worst case, and also show by experiments that the approximation ratio is much better in practice.

Contributions. We summarize our main contributions as follows:

- We propose the ExactMaxRS algorithm, the first external-memory algorithm for the MaxRS problem. We also prove both the correctness and optimality of the algorithm.
- We propose the ApproxMaxCRS algorithm, an approximation algorithm for the MaxCRS problem. We also prove the correctness as well as tightness of the approximation bound with regard to this algorithm.
- We experimentally evaluate our algorithms using both real and synthetic datasets. From the experimental results, we show that the ExactMaxRS algorithm is two orders of magnitude faster than methods adapted from existing algorithms, and the approximation bound of the ApproxMaxCRS algorithm in practice is much better than its theoretical bound.

Organization. In Section 2, we formally define the problems studied in this paper, and explain our computation model. In Section 3, related work is discussed. In Section 4, we review the in-memory algorithms proposed in the computational geometry community. In Sections 5 and 6, the ExactMaxRS algorithm and ApproxMaxCRS algorithm are derived, respectively. In Section 7, we show experimental results. Conclusions are made and future work is discussed in Section 8.

2. PROBLEM FORMULATION

Let us consider a set of spatial objects, denoted by $O$. Each object $o \in O$ is located at a point in the 2-dimensional space, and has a non-negative weight $w(o)$. We also use $P$ to denote the infinite set of points in the entire data space.

Let $r(p)$ be a rectangular region of a given size centered at a point $p \in P$, and $O_{r(p)}$ be the set of objects covered by $r(p)$. Then the maximizing range sum (MaxRS) problem is formally defined as follows:

**Definition 1 (MaxRS Problem).** Given $P$, $O$, and a rectangle of a given size, find a location $p$ that maximizes:

$$\sum_{o \in O_{r(p)}} w(o).$$

Similarly, let $c(p)$ be a circular region centered at $p$ with a given diameter, and $O_{c(p)}$ be the set of objects covered by $c(p)$. Then we define the maximizing circular range sum (MaxCRS) problem as follows:

**Definition 2 (MaxCRS Problem).** Given $P$, $O$, and a circle of a given diameter, find a location $p$ that maximizes:

$$\sum_{o \in O_{c(p)}} w(o).$$

For simplicity, we discuss only the SUM function in this paper, even though our algorithms can be applied to other aggregates such as COUNT, SUM, and AVERAGE. Without loss of generality, objects on the boundary of the rectangle or the circle are excluded.

Since we focus on a massive number of objects that do not fit in the main memory, the whole dataset $O$ is assumed to be stored in external memory such as a disk. Therefore, we follow the standard external memory (EM) model [10] to develop and analyze our algorithms. According to the EM model, we use the following parameters:
$N$ : the number of objects in the database (i.e., $|O|$)
$M$ : the number of objects that can fit in the main memory
$B$ : the number of objects per block

We comply with the assumption that $N$ is much larger than $M$ and $B$, and the main memory has at least two blocks (i.e., $M \geq 2B$).

In the EM model, the time of an algorithm is measured by the number of I/O's rather than the number of basic operations as in the random access memory (RAM) model. Thus, when we say linear time in the EM model, it means that the number of blocks transferred between the disk and memory is bounded by $O(N/B)$ instead of $O(N)$. Our goal is to minimize the total number of I/O's in our algorithms.

3. RELATED WORK

We first review the range aggregate processing methods in spatial databases. The range aggregate (RA) query was proposed for the scenario where users are interested in summarized information about objects in a given range rather than individual objects. Thus, a RA query returns an aggregation value over objects qualified for a given range. In order to efficiently process RA queries, usually aggregate indexes [5, 12, 13, 15, 17] are deployed as the underlying access method. To calculate the aggregate value of a query region, a common idea is to store a pre-calculated value for each entry in the index, which usually indicates the aggregation of the region specified by the entry. However, the MaxRS problem cannot be efficiently solved using aggregate indexes, because the key is to find out where the best rectangle is. A naive solution to the MaxRS problem is to issue an infinite number of RA queries, which is prohibitively expensive.

Recently, researches about the selection of optimal locations in spatial databases have been reported, and they are the previous work most related to ours. Du et al. proposed the optimal-location query [9], which returns a location in a query region to maximize the influence that is defined to be the total weight of the reverse nearest neighbors. They also defined a different query semantics in their extension [22], called min-dist optimal-location query. In both works, their problems are stated under $L_1$ distance. Similarly, the max-covering bichromatic nearest neighbor (MaxBRNN) problem was studied by Wong et al. [18] and Zhou et al. [23]. This is similar to the problem in [9] except that $L_2$ distance, instead of $L_1$ distance, is considered, making the problem more difficult. Moreover, Xiao et al. [20] applied optimal-location queries to road network environments.

However, all these works share the spirit of the classic facility location problem, where there are two kinds of objects such as customers and service sites. The goal of these works is essentially to find a location that is far from the competitors and yet close to customers. This is different from the MaxRS (MaxCRS) problem, since we aim at finding a location that is far from the competitors and yet close to customers. This is different from the MaxRS problem except that it considers only the count of the objects covered by a rectangle (equivalently, each object has weight 1). The rectangle intersection problem is defined as “Given a set of rectangles, find an area where the most rectangles intersect.” Even though these two problems appear to be different at first glance, it has been proved that the max-enclosing rectangle problem can be mapped to the rectangle intersection problem [14].

We explain this by introducing a mapping example shown in Figure 2. Suppose that the dataset has four objects...
(black-filled) as shown in Figure 2(a). Given a rectangle of size \( d_1 \times d_2 \), an optimal point can be the center point \( p \) of rectangle \( r \) (see Figure 2(a)). To transform the problem, we draw a rectangle of the same size centered at the location of each object as shown in Figure 2(b). It is not difficult to observe that the optimal point \( p \) in the max-enclosing rectangle problem can be any point in the most overlapped area (gray-filled) which is the outcome of the rectangle intersection problem. Thus, once we have found the most overlapped area in the transformed rectangle intersection problem, the optimal location of the max-enclosing rectangle problem can trivially be obtained.

\[
\begin{align*}
\text{(a) Max-enclosing rectangle problem} & \quad \text{(b) Rectangle intersection problem} \\
\end{align*}
\]

Figure 2: An example of transformation

For the rectangle intersection problem, an in-memory algorithm was proposed in [11], which is based on the well-known plane-sweep algorithm. Basically, the algorithm regards the edges of rectangles as intervals and maintains a binary tree while sweeping a conceptual horizontal line from bottom to top. When the line meets the bottom (top) edge of a rectangle, a corresponding interval is inserted to (deleted from) the binary tree, along with updating the counts of intervals currently residing in the tree, where the count of an interval indicates the number of intersecting rectangles within the interval. An interval with the maximum count during the whole sweeping process is returned as the final result. The time complexity of this algorithm is \( O(n \log n) \), where \( n \) is the number of rectangles, since \( n \) insertions and \( n \) deletions are performed during the sweep, and the cost of each tree operation is \( O(\log n) \). This is the best efficiency possible in terms of the number of comparisons [11].

Unfortunately, this algorithm cannot be directly applied to our environment that is focused on massive datasets, since the plane-sweep algorithm is an in-memory algorithm based on the RAM model. Furthermore, a straightforward adaptation of using the B-tree instead of the binary tree still requires a large amount of I/O’s, in fact \( O(N \log_B N) \). Note that the factor of \( N \) is very expensive in the sense that linear cost is only \( O(N/B) \) in the EM model.

5. **Exact Algorithm for Maximizing Range Sum**

In this section, we propose an external-memory algorithm, namely ExactMaxRS, that exactly solves the MaxRS problem in \( O((N/B) \log_{M/B} (N/B)) \) I/O’s. This is known [2, 11] to be the lower bound under the comparison model in external memory.

5.1 Overview

Essentially, our solution is based upon the transformation explained in Section 4. Specifically, to transform the MaxRS problem, for each object \( o \in O \), we construct a corresponding rectangle \( r_o \) which is centered at the location of \( o \) and has a weight \( w(o) \). All these rectangles have the same size, which is as specified in the original problem. We use \( R \) to denote the set of these rectangles. Also, we define two notions which are needed to define our transformed MaxRS problem later:

**Definition 3 (Location-weight).** Let \( p \) be a location in \( P \), the infinite set of points in the entire data space. Its location-weight with regard to \( R \) equals the sum of the weights of all the rectangles in \( R \) that cover \( p \).

**Definition 4 (Max-region).** The max-region \( \rho \) with regard to \( R \) is a rectangle such that:

- every point in \( \rho \) has the same location-weight \( \tau \), and
- no point in the data space has a location-weight higher than \( \tau \).

Intuitively, the max-region \( \rho \) with regard to \( R \) is an intersecting region with the maximum sum of the weights of the overlapping rectangles. Then our transformed MaxRS problem can be defined as follows:

**Definition 5 (Transformed MaxRS Problem).** Given \( R \), find a max-region \( \rho \) with regard to \( R \).

Apparently, once the above problem is solved, we can return an arbitrary point in \( \rho \) as the answer for the original MaxRS problem.

At a high level, the ExactMaxRS algorithm follows the divide-and-conquer strategy, where the entire dataset is recursively divided into mutually disjoint subsets, and then the solutions that are locally obtained in the subsets are combined. The overall process of the ExactMaxRS algorithm is as follows:

1. Recursively divide the whole space vertically into \( m \) sub-spaces, called slabs and denoted as \( \gamma_1, \ldots, \gamma_m \), each of which contains roughly the same number of rectangles, until the rectangles belonging to each slab can fit in the main memory.
2. Compute a solution structure for each slab, called slab-file, which represents the local solution to the sub-problem with regard to the slab.
3. Merge \( m \) slab-files to compute the slab-file for the union of the \( m \) slabs until the only one slab-file remains.

In this process, we need to consider the following:

1. How to divide the space to guarantee the termination of recursion;
2. How to organize slab-files, and what should be included in a slab-file;
3. How to merge the slab-files without loss of any necessary information for finding the final solution.

5.2 ExactMaxRS

Next we address each of the above considerations, and explain in detail our ExactMaxRS algorithm.

5.2.1 Division Phase

Let us start with describing our method for dividing the entire space. Basically, we recursively divide the space vertically into \( m \) slabs along the x-dimension until the number
of rectangles in a slab can fit in the main memory. Since a rectangle in \( R \) can be large, it is unavoidable that a rectangle may need to be split into a set of smaller disjoint rectangles as the recursion progresses, which is shown in Figure 3. As a naive approach, we could just insert all the split rectangles into the corresponding slabs at the next level of recursion. In Figure 3, the three parts of rectangle \( r \) will be inserted into slabs \( \gamma_1, \gamma_2, \) and \( \gamma_3 \), respectively.

However, it is not hard to see that this approach does not guarantee the termination of recursion, since rectangles may span an entire slab, e.g., the middle part of \( r \) spans slab \( \gamma_2 \). In the extreme case, suppose that all rectangles span a slab \( \gamma \). Thus, no matter how many times we divide \( \gamma \) into sub-slabs, the number of rectangles in each sub-slab still remains the same, meaning that recursion will never terminate infinitely.

Therefore, in order to gradually reduce the number of rectangles for each sub-problem, we do not pass spanning rectangles to the next level of recursion, e.g., the middle part of \( r \) will not be inserted in the input of the sub-problem with regard to \( \gamma_2 \). Instead, the spanning rectangles are considered as another local solution for a separate, special, sub-problem. Thus, in the merging phase, the spanning rectangles are also merged along with the other slab-files. In this way, it is guaranteed that recursion will terminate eventually as proved in the following lemma:

**Lemma 1.** After \( O(\log_m(N/M)) \) recursion steps, the number of rectangles in each slab will fit in the main memory.

**Proof.** Since the spanning rectangles do not flow down to the next recursion step, we can just partition the vertical edges of rectangles. There are initially \( 2N \) vertical edges. The number of edges in a sub-problem will be reduced by a factor of \( m \) by dividing the set of edges into \( m \) smaller sets each of which has roughly the same size. Each vertical edge in a slab represents a split rectangle. It is obvious that there exists an \( h \) such that \( 2N/m^h \leq M \). The smallest such \( h \) is thus \( O(\log_m(N/M)) \). \( \square \)

**Determination of \( m \).** We set \( m = \Theta(M/B) \), where \( M/B \) is the number of blocks in the main memory.

### 5.2.2 Slab-files

The next important question is how to organize a slab-file. What the question truly asks about is what structure should be returned after conquering the sub-problem with regard to a slab. Each slab-file should have enough information to find the final solution after all the merging phases.

To get the intuition behind our solution (to be clarified shortly), let us first consider an easy scenario where every rectangle has weight 1, and is small enough to be totally inside a slab, which is shown in Figure 4. Thus, no spanning rectangle exists. In this case, all we have to do is to just maintain a max-region (black-filled in Figure 4) with regard to rectangles in each slab. Recall that a max-region is the most overlapped area with respect to the rectangles in the corresponding slab (see Definition 4). Then, in the merging phase, among \( m \) max-regions (i.e., one for each slab), we can choose the best one as the final solution. In Figure 4, for instance, the best one is \( \rho_m \) because it is the intersection of 3 rectangles, whereas the number is 2 for the max regions of the other slabs.

Extending the above idea, we further observe that the horizontal boundaries of a max-region are laid on the horizontal lines passing the bottom or top edge of a certain rectangle. Let us use the term \( h \)-line to refer to a horizontal line passing a horizontal edge of an input rectangle. Therefore, for each \( h \)-line in a slab, it suffices to maintain a segment that could belong to the max-region of the slab. To formalize this intuition, we define max-interval as follows:

**Definition 6 (Max-interval).** Let \( (1) \ \ell, y \) be the \( y \)-coordinate of a \( h \)-line \( \ell \), and \( \ell_1 \) and \( \ell_2 \) be the consecutive \( h \)-lines such that \( \ell_1.y < \ell_2.y \). \( (2) \ \ell \cap \gamma \) be the part of a \( h \)-line \( \ell \) in a slab \( \gamma \), and \( (3) \ r_\gamma \) be the rectangle formed by \( \ell_1.y, \ell_2.y \), and vertical boundaries of \( \gamma \). A max-interval is a segment \( t \) on \( \ell \cap \gamma \) such that, the \( x \)-range of \( t \) is the \( x \)-range of the rectangle \( r_{\max} \) bounded by \( \ell_1, y, \ell_2.y \), and vertical lines at \( x_i \) and \( x_j \), where each point in \( r_{\max} \) has the maximum location-weight among all points in \( r_\gamma \).

Figure 5 illustrates Definition 6.

**Figure 4: An easy scenario to illustrate the intuition of slab-files**

**Figure 5: An illustration of Definition 6**

Our slab-file is a set of max-intervals defined only on \( h \)-lines. Specifically, each max-interval is represented as a tuple specified as follows:

\[ t = \langle y, [x_1, x_2], \text{sum} \rangle \]

where \( y \) is the \( y \)-coordinate of \( t \) (hence, also of the \( h \)-line that defines it), and \([x_1, x_2]\) is the \( x \)-range of \( t \), and \( \text{sum} \) is the location-weight of any point in \( t \). In addition, all the
tuples in a slab-file should be sorted in ascending order of y-coordinates.

**Example 1.** Figure 6 shows the slab-files that are generated from the example in Figure 2, assuming that $m = 4$ and $\forall o \in O$, $w(o) = 1$. Max-intervals are represented as solid segments. For instance, the slab-file of slab $\gamma_1$ consists of tuples (in this order): $<y_2, [x_1, x_2]>$, $<y_4, [x_1, x_2]>$, $<y_6, [x_0, x_2]>$, $<y_7, [-\infty, x_2]>$, $0 >$. The first tuple $<y_2, [x_1, x_2]>$, $1 >$ implies that, in slab $\gamma_1$, on any horizontal line with y-coordinate in $(y_2, y_4)$, the max-interval is always $[x_1, x_2]$, and its sum is 1. Similarly, the second tuple $<y_6, [x_0, x_2]>$, $2 >$ indicates that, on any horizontal line with y-coordinate in $(y_4, y_6)$, $[x_1, x_2]$ is always the max-interval, and its sum is 2. Note that spanning rectangles have not been counted yet in these slab-files, since (as mentioned earlier) they are not part of the input to the sub-problems with regard to slabs $\gamma_1, ..., \gamma_4$.

**Figure 6: An example of slab-files**

**Lemma 2.** Let $K$ be the number of rectangles in a slab. Then the number of tuples in the corresponding slab-file is $O(K)$.

**Proof.** The number of h-lines is at most double the number of rectangles. As a h-line defines only one max-interval in each slab, the number of tuples in a slab-file is at most $2K$, which is $O(K)$.

5.2.3 Merging Phase

Now we tackle the last challenge: how to merge the slab-files, which is also the main part of our algorithm.

The merging phase sweeps a horizontal line across the slab-files and the file containing spanning rectangles. At each h-line, we choose a max-interval with the greatest sum among the max-intervals with regard to the $m$ slabs, respectively. Sometimes, max-intervals from adjacent slabs are combined into a longer max-interval.

The details of merging, namely MergeSweep, are presented in Algorithm 1. The input includes a set of spanning rectangles and $m$ slab-files. Also, each spanning rectangle contains only the spanning part cropped out of the original rectangle $r_o \in R$, and has the same weight as $r_o$ (recall that the weight of $r_o$ is set to $w(o)$). We use $upSum[i]$ to denote the total weight of spanning rectangles that span slab $\gamma_i$ and currently intersect the sweeping line; $upSum[i]$ is initially set to 0 (Line 2). Also, we set $t_{slab}[i]$ to be the tuple representing the max-interval of $\gamma_i$ in the sweeping line. Since we sweep the line from bottom to top, we initially set $t_{slab}[i].y = -\infty$. In addition, the initial interval and sum of $t_{slab}[i]$ are set to be the x-range of $\gamma_i$ and 0, respectively (Line 3). When the sweeping line encounters the bottom of a spanning rectangle that spans $\gamma_i$, we add the weight of the rectangle to $upSum[i]$ (Lines 6 - 8); conversely, when the sweeping line encounters the top of the spanning rectangle, we subtract the weight of the rectangle (Lines 9 - 11). When the sweeping line encounters several tuples (from different slab-files) having the same y-coordinate (Line 12), we first update $t_{slab}[i]$‘s accordingly (Lines 13 - 16), and then identify the tuples with the maximum sum among all the $t_{slab}[i]$‘s (Line 17). Since there can be multiple tuples with the same maximum sum at an h-line, we call a function GetMaxInterval to generate a single tuple from those tuples (Line 18). Specifically, given a set of tuples with the same sum value, GetMaxInterval simply performs:

1. If the max-intervals of some of those tuples are consecutive, merge them into one tuple with an extended max-interval.

2. Return an arbitrary one of the remaining tuples after the above step.

Lastly, we insert the tuple generated from GetMaxInterval into the slab-file to be returned (Line 20). This process will continue until the sweeping line reaches the end of all the slab files and the set of spanning rectangles.

**Algorithm 1 MergeSweep**

| Input: $m$ slab-files $S_1, ..., S_m$ for $m$ slabs $\gamma_1, ..., \gamma_m$, a set of spanning rectangles $R$ |
| Output: a slab-file $S$ for slab $\gamma = \bigcup_{i=1}^{m} \gamma_i$. Initially $S \leftarrow \phi$ |
| 1: for $i = 0$ to $m$ do |
| 2: $upSum[i] \leftarrow 0$ |
| 3: $t_{slab}[i] \leftarrow -\infty$, the range of x-coordinates of $\gamma_i, 0 >$ |
| 4: end for |
| 5: while the horizontal line $\ell$ from bottom to top do |
| 6: if $\ell$ meets the bottom of $r_o \in R$ then |
| 7: $upSum[j] \leftarrow upSum[j] + w(o), \forall j$ s.t. $r_o$ spans $\gamma_j$ |
| 8: end if |
| 9: if $\ell$ meets the top of $r_o \in R$ then |
| 10: $upSum[j] \leftarrow upSum[j] - w(o), \forall j$ s.t. $r_o$ spans $\gamma_j$ |
| 11: end if |
| 12: if $\ell$ meets a set of tuples $T = \{t \mid t.y = \ell.y\}$ then |
| 13: for all $t \in T$ do |
| 14: $t_{slab}[i] \leftarrow t$, s.t. $t \in S_i$ |
| 15: $t_{slab}[i].sum \leftarrow t.sum + upSum[i], s.t. t \in S_i$ |
| 16: end for |
| 17: $T' \leftarrow$ the set of tuples in $t_{slab}[1], ..., t_{slab}[m]$ with the largest sum values |
| 18: $t_{max} \leftarrow GetMaxInterval(T')$ |
| 19: end if |
| 20: $S \leftarrow S \cup \{t_{max}\}$ |
| 21: end while |
| 22: return $S$ |
Figure 7 shows how the MergeSweep algorithm works by using Example 1. For clarity, rectangles are removed, and the sum value of each max-interval is given above the segment representing the max-interval. Also, the value of upSum for each slab is given as a number enclosed in a bracket, e.g., upSum[2] = 1, between y2 and y6.

When the sweeping line \( \ell \) is located at \( y_0 \), two max-intervals from \( \gamma_3 \) and \( \gamma_4 \) are merged into a larger max-interval. On the other hand, when \( \ell \) is located at \( y_3 \), the max-interval from \( \gamma_4 \) is chosen, since its sum value 2 is the maximum among the 2 max-intervals at \( y_3 \). In addition, it is important to note that sum values of the max-intervals at \( y_4 \) and \( y_6 \) are increased by the value of upSum[2] = 1. Figure 7(b) shows the resulting max-intervals at the end of merging slab-files. We can find that the max-region of the entire data space is between max-intervals at \( y_4 \) and \( y_5 \), because the max-interval at \( y_4 \) has the highest sum value 3.

**Proof.** Since we set \( m = \Theta(M/B) \), a block of memory can be allocated as the input buffer for each slab-file as well as the file containing spanning rectangles. Also, we use another block of memory for the output buffer. By doing this, we can read a tuple of slab-files or a spanning rectangle, or write a tuple to the merged slab-file in \( O(1/B) \) I/O’s amortized.

The number of I/O’s performed by MergeSweep is proportional to the total number of tuples of all slab-files plus the number of spanning rectangles, i.e., \( O(|R'| + \sum_{i=1}^{m} |S_i|)/B \).

Let \( K \) be the number of rectangles in \( \gamma_i \). Then \( |S_i| = O(K) \) by Lemma 2. Also, \( K_i = \Theta(K/m) \), since the 2K vertical edges of the K rectangles are divided into m slabs evenly. Therefore, \( \sum_{i=1}^{m} |S_i| = O(K) \), which leads \( O(|R'| + \sum_{i=1}^{m} |S_i|)/B = O(K/B) \), since \(|R'| \leq K \).

### 5.2.4 Overall Algorithm

The overall recursive algorithm ExactMaxRS is presented in Algorithm 2. We can obtain the final slab-file with regard to a set \( R \) of rectangles by calling ExactMaxRS(\( R, \gamma, m \)), where the x-range of \( \gamma \) is \((-\infty, \infty)\). Note that when the input set of rectangles can fit in the main memory, we invoke PlaneSweep(\( R \)) (Line 9), which is an in-memory algorithm that does not cause any I/O’s.

**Algorithm 2 ExactMaxRS**

**Input:** a set of rectangles \( R \), a slab \( \gamma \), the number of sub-slabs \( m \)

**Output:** a slab-file \( S \) for \( \gamma \)

1: if \(|R| > M\) then
2: Partition \( \gamma \) into \( \gamma_1, \ldots, \gamma_m \), which have roughly the same number of rectangles.
3: Divide \( R \) into \( R_1, \ldots, R_m, R' \), where \( R_i \) is the set of non-spanning rectangles whose left (or right) vertical edges are in \( \gamma_i \) and \( R' \) is the set of spanning rectangles.
4: for \( i = 1 \) to \( m \) do
5: \( S_i \leftarrow \text{ExactMaxRS}(R_i, \gamma_i, m) \)
6: end for
7: \( S \leftarrow \text{MergeSweep}(S_1, \ldots, S_m, R') \)
8: else
9: \( S \leftarrow \text{PlaneSweep}(R) \)
10: end if
11: return \( S \)

From returned \( S \), we can find the max-region by comparing sum values of tuples trivially. After finding the max-region, an optimal point for the MaxRS problem can be any point in the max-region, as mentioned in Section 5.1.

The correctness of Algorithm 2 is proved by the following lemma and theorem:

**Lemma 4.** Let \( I^* \) be a max-interval at a \( h \)-line with regard to the entire space and \( I^*_1, \ldots, I^*_\mu \) be consecutive pieces of \( I^* \) for a recursion, each of which belongs to slab \( \gamma_i \), where \( 1 \leq i \leq \mu \). Then \( I^*_1 \) is also the max-interval at the \( h \)-line with regard to slab \( \gamma_i \).

**Proof.** Let \( \text{sum}(I) \) be the sum value of interval \( I \). To prove the lemma by contradiction, suppose that there exists \( I^*_1 \) that is not a max-interval in \( \gamma_i \). Thus, there exists \( I' \) in \( \gamma_i \), such that \( \text{sum}(I') > \text{sum}(I^*_1) \) on the same \( h \)-line. For any upper level of recursion, if no rectangle spans \( \gamma_i \), then \( \text{sum}(I') \) and \( \text{sum}(I^*_1) \) themselves are already the sum values

---

*Figure 7: An example to illustrate MergeSweep algorithm*

We can derive the following lemma:

**Lemma 3.** Let \( K \) be the number of rectangles in slab \( \gamma \) in a certain recursion. Given \( m \) slab-files \( S_1, \ldots, S_m \) of slabs \( \gamma_1, \ldots, \gamma_m \), s.t., \( \gamma = \cup_{i=1}^{m} \gamma_i \), and a set of spanning rectangles \( R' \). MergeSweep algorithm returns the slab-file \( S \) of \( \gamma \) in \( O(K/B) \) I/O’s.
with regard to the entire space. On the contrary, if there exist rectangles that span \( \gamma_i \) at some upper level of recursion, then the sum values of \( I \) and \( I' \) with regard to the entire space will be \( \text{sum}(I') + W_{\text{span}} \) and \( \text{sum}(I') + W_{\text{span}} \), where \( W_{\text{span}} \) is the total sum of the weights of all the rectangles spanning \( \gamma_i \) in the upper level of recursion. In both cases above, \( \text{sum}(I') > \text{sum}(I') \) with regard to the entire space, which contradicts that \( I' \) is the max-interval with regard to the entire space. \square

**Theorem 1.** The slab-file returned from the ExactMaxRS algorithm is correct with regard to a given dataset.

**Proof.** Let \( \rho^* \) be the max-region with regard to a given dataset, and similarly \( I^* \) be the best max-interval that is in fact the bottom edge of \( \rho^* \). Then we want to prove that the algorithm eventually returns a slab-file which contains \( I^* \).

Also, by Lemma 4, we can claim that for any level of recursion, a component interval \( I_i \) of \( I^* \) will also be the max-interval for its h-line within slab \( \gamma_i \). By Algorithm 1, for each h-line, the best one among the max-intervals at each h-line is selected (perhaps also extended). Therefore, eventually \( I^* \) will be selected as a max-interval with regard to the entire space. \square

Moreover, we can prove the I/O-efficiency of the ExactMaxRS algorithm as in the following theorem:

**Theorem 2.** The ExactMaxRS algorithm solves the MaxRS problem in \( O(N/B \log_{M/B} (N/B)) \) I/O's, which is optimal in the EM model among all comparison-based algorithms.

**Proof.** The dataset needs to be sorted by x-coordinates before it is fed into Algorithm 2. The sorting can be done in \( O((N/B) \log_{M/B} (N/B)) \) I/O's using the textbook-algorithm external sort.

Given a dataset with cardinality \( N \) sorted by x-coordinates, the decomposition of the dataset along the x-dimension can be performed in linear time, i.e., \( O(N/B) \). Also, by Lemma 3, the total I/O cost of the merging process at each recursion level is also \( O(N/B) \), since there can be at most \( 2N \) rectangles in the input of any recursion. By the proof of Lemma 1, there are \( O(N/B) \) levels of recursion. Hence, the total I/O cost is \( O(N/B \log_{M/B} (N/B)) \).

The optimality of this I/O complexity follows directly from the results of [2] and [11]. \square

6. APPROXIMATION ALGORITHM FOR MAXIMIZING CIRCULAR RANGE SUM

In this section, we propose an approximation algorithm, namely ApproxMaxCRS, for solving the MaxCRS problem (Definition 2). Our algorithm finds an \((1/4)\)-approximate solution in \( O(N/B \log_{M/B} (N/B)) \) I/O's. We achieve the purpose by a novel reduction that converts the MaxCRS problem to the MaxRS problem.

6.1 ApproxMaxCRS

Recall (from Definition 2) that the goal of the MaxCRS problem is to find a circle with a designated diameter that maximizes the total weight of the points covered. Denote by \( d \) the diameter. Following the idea explained in Section 4, first we transform the MaxCRS problem into the following problem: Let \( C \) be a set of circles each of which is centered at a distinct object \( o \in O \), has a diameter as specified in the MaxCRS problem, and carries a weight \( w(o) \). We want to find a location \( p \) in the data space to maximize the total weight of the circles in \( C \) covering \( p \). Figure 8(a) shows an instance of the transformed MaxCRS problem, where there are four circles in \( C \), each of which is centered at an object \( o \in O \) in the original MaxCRS problem. An optimal answer can be any point in the gray area.

We will use the ExactMaxRS algorithm developed in the previous section as a tool to compute a good approximate answer for the MaxCRS problem. For this purpose, we convert each circle of \( C \) to its Minimum Bounding Rectangle (MBR). Obviously, the MBR is a \( d \times d \) square. Let \( R \) be the set of resulting MBRs. Now, apply ExactMaxRS on \( R \), which outputs the max-region with regard to \( R \). Understandably, the max-region (black area in Figure 8(b)) returned from the ExactMaxRS algorithm may contain locations that are suboptimal for the original MaxCRS problem (in Figure 8(b), only points in the gray area are optimal). Moreover, in the worst case, the max-region may not even intersect with any circle at all as shown in Figure 8(c).

![Figure 8: Converting MaxCRS to MaxRS](image)

(a) The transformed (b) MBRs of (c) Worst case MaxCRS problem circles

Therefore, in order to guarantee the approximation bound, it is insufficient to just return a point in the max region. Instead, our ApproxMaxCRS algorithm returns the best point among the center of the max-region and four shifted points. The algorithm is presented in Algorithm 3.

**Algorithm 3** ApproxMaxCRS

**Input:** a set of circles \( C \), a slab \( \gamma \) whose range of the x-coordinate is \((-\infty, \infty)\), the number of slabs \( m \)

**Output:** a point \( \hat{p} \)

1: Construct a set \( R \) of MBRs from \( C \)
2: \( \rho \leftarrow \text{ExactMaxRS}(R, \gamma, m) \)
3: \( p_0 \leftarrow \text{the center point of } \rho \)
4: for \( i = 1 \) to \( 4 \) do
5: \( p_i \leftarrow \text{GetShiftedPoint}(p_0, i) \)
6: end for
7: \( \hat{p} \leftarrow \text{the point } p \) among \( p_0, \ldots, p_4 \) that maximizes the total weight of the circles covering \( p \)
8: return \( \hat{p} \)

After obtaining the center point \( p_0 \) of the max-region \( \rho \) returned from ExactMaxRS function (Lines 2 - 3), we find four shifted points \( p_i \), where \( 1 \leq i \leq 4 \), from \( p_0 \) as shown in Figure 9 (Lines 4 - 6). We use \( \sigma \) to denote the shifting distance which determines how far a shifted point should be away from the center point. To guarantee the approximation bound as proved in Section 6.2, \( \sigma \) can be set to any value such that \((\sqrt{2} - 1)\frac{d}{2} < \sigma < \frac{d}{2}\). Finally, we return the best point \( \hat{p} \) among \( p_0, \ldots, p_4 \) (Lines 7 - 8).
We prove this by giving a worst case example. Recall that $\hat{c}$ is the centroid of the max-region returned by ExactMaxRS.

For each $c_i$ (i $\in$ [0, 4]), the circle with diameter $d$ centering at point $p_i$ is the MBR of $c_i$. The set of objects covered by $s$, where $s$ is a circle or an MBR. Then we have:

**Lemma 6.** $W(r_0) \leq 4 \max_{0 \leq i \leq 4} W(c_i)$.

**Proof.**

$$W(r_0) \leq \sum_{0 \leq i \leq 4} W(c_i) \quad \text{(by Lemma 5)}$$

$$\leq 4 \max_{0 \leq i \leq 4} W(c_i)$$

\[ \square \]

**Theorem 3.** The ApproxMaxCRS algorithm returns a (1/4)-approximate answer to the MaxCRS problem.

**Proof.** Recall that $\hat{p}$ is the point returned from Algorithm 3 as the approximate answer to the MaxCRS problem. Let point $p^*$ be an optimal answer for the MaxCRS problem. Denote by $r^*$ and $r^0$ the MBRs centered at point $\hat{p}$ and $p^*$, respectively. Likewise, denote by $\hat{c}$ and $c^*$ be the circles centered at point $\hat{p}$ and $p^*$, respectively. The goal is to prove $W(c^*) \leq 4W(\hat{c})$.

We achieve this purpose with the following derivation:

$$W(c^*) \leq W(r^*) \leq W(r_0) \leq 4 \max_{0 \leq i \leq 4} W(c_i) = 4W(\hat{c})$$

The first inequality is because $r^*$ is the MBR of $c^*$. The second inequality is because $r_0$ is the optimal solution for the MaxRS problem on $R$. The last equality is because ApproxMaxCRS returns the best point among $p_0, ..., p_4$.

\[ \square \]

**Theorem 4.** The 1/4 approximation ratio is tight for the ApproxMaxCRS algorithm.

**Proof.** We prove this by giving a worst case example. Consider an instance of the transformed MaxCRS problem in Figure 11 where each circle has weight 1. In this case, we may end up finding a max-region centered at $p_0$ using the ExactMaxRS algorithm (notice that both $p_0$ and $p^*$ are covered by 4 MBRs). In this case, we will choose one of $p_1, ..., p_4$ as an approximate solution. Since each of $p_1, ..., p_4$ is covered by only 1 circle, our answer is (1/4)-approximate, because the optimal answer $p^*$ is covered by 4 circles.

\[ \square \]

Let $W(s)$ be the total weight of the objects covered by $s$, where $s$ is a circle or an MBR. Then, we have:

**Lemma 6.** $W(r_0) \leq 4 \max_{0 \leq i \leq 4} W(c_i)$.

**Proof.**

$$W(r_0) \leq \sum_{0 \leq i \leq 4} W(c_i) \quad \text{(by Lemma 5)}$$

$$\leq 4 \max_{0 \leq i \leq 4} W(c_i)$$

\[ \square \]

**Theorem 3.** The ApproxMaxCRS algorithm returns a (1/4)-approximate answer to the MaxCRS problem.

**Proof.** Recall that $\hat{p}$ is the point returned from Algorithm 3 as the approximate answer to the MaxCRS problem. Let point $p^*$ be an optimal answer for the MaxCRS problem. Denote by $r^*$ and $r^0$ the MBRs centered at point $\hat{p}$ and $p^*$, respectively. Likewise, denote by $\hat{c}$ and $c^*$ be the circles centered at point $\hat{p}$ and $p^*$, respectively. The goal is to prove $W(c^*) \leq 4W(\hat{c})$.

We achieve this purpose with the following derivation:

$$W(c^*) \leq W(r^*) \leq W(r_0) \leq 4 \max_{0 \leq i \leq 4} W(c_i) = 4W(\hat{c})$$

The first inequality is because $r^*$ is the MBR of $c^*$. The second inequality is because $r_0$ is the optimal solution for the MaxRS problem on $R$. The last equality is because ApproxMaxCRS returns the best point among $p_0, ..., p_4$.

\[ \square \]

**Theorem 4.** The 1/4 approximation ratio is tight for the ApproxMaxCRS algorithm.

**Proof.** We prove this by giving a worst case example. Consider an instance of the transformed MaxCRS problem in Figure 11 where each circle has weight 1. In this case, we may end up finding a max-region centered at $p_0$ using the ExactMaxRS algorithm (notice that both $p_0$ and $p^*$ are covered by 4 MBRs). In this case, we will choose one of $p_1, ..., p_4$ as an approximate solution. Since each of $p_1, ..., p_4$ is covered by only 1 circle, our answer is (1/4)-approximate, because the optimal answer $p^*$ is covered by 4 circles.

\[ \square \]
### 7.1 Environment Setting

We use both real and synthetic datasets in the experiments. We first generate synthetic datasets under uniform distribution and Gaussian distribution. We set the cardinalities of dataset (i.e., \(|O|\)) to be from 100,000 to 500,000 (default 250,000). The range of each coordinate is set to be \([0, 4|O|]\) (default \([0, 1000000]\)).

We also use two real datasets, North East (NE) dataset and United States of America and Mexico (UX) dataset, downloaded from the R-tree Portal [1]. The cardinalities of datasets are presented in Table 2. For both datasets, we normalize the range of coordinates to \([0, 1000000]\).

Since no method is directly applicable to the MaxRS problem in spatial databases, we should externalize the in-memory algorithm [11, 14] for max-rectangle enclosing problem to be compared with our ExactMaxRS algorithm. In fact, the externalization of this in-memory algorithm is already proposed by Du et al. [9], which is originally invented for processing their optimal-location queries. They present two algorithms based on plane-sweep, called Naïve Plane Sweep and aSB-Tree, which are also applicable to the MaxRS problem, even though their main algorithm based on a preprocessed structure, called the Vol-Tree, cannot be used in the MaxRS problem.

As a performance metric, we use the number of I/O’s, precisely the number of transferred blocks during the entire process. We do not consider CPU time, since it is dominated by I/O cost.

We fix the block size to 4KB, and set the buffer size to 256KB for real datasets and 1024KB for synthetic datasets by default. This is because the cardinalities of the real datasets are relatively small (recall that we consider a massive dataset which cannot be fully loaded into the main memory). Also, for the MaxRS problem, we set the rectangle size to 1000 × 1000 by default. Similarly, for the MaxCRS problem, we set the circle diameter to 1000 by default. All the default values of parameters are presented in Table 3.

We implement all the algorithms in Java, and conduct all the experiments on a PC equipped with Intel Core i7 CPU 3.4GHz and 16GB memory.

### 7.2 Experimental Results

In this section, we present our experimental results. First, we examine the performance of alternative algorithms in terms of I/O cost by varying the parameters. Note that the I/O cost is in log scale in all the relevant graphs. We finally show the quality of approximation of our ApproxMaxCRS algorithm in Section 7.2.5.

#### 7.2.1 Effect of the Dataset Cardinalities

Figure 12 shows the experimental results for varying the total number of objects in the dataset. Both of the results of Gaussian distribution and uniform distribution shows our ExactMaxRS is much more efficient than the algorithms based on plane-sweep. Especially, even if the dataset gets larger, the ExactMaxRS algorithm achieves performance similar to that on the smaller dataset, which effectively shows that our algorithm is scalable to datasets of a massive size.

![Figure 12: Effect of the dataset cardinalities](image)

(a) Gaussian distribution  
(b) Uniform distribution

#### 7.2.2 Effect of the Buffer Size

Figure 13 shows the experimental results for varying the buffer size. Even though all the algorithms exhibit better performance as the buffer size increases, the ExactMaxRS algorithm is more sensitive to the size of buffer than the others. This is because our algorithm uses the buffer more effectively. As proved in Theorem 2, the I/O complexity of ExactMaxRS is \(O((N/B) \log M/B (N/B))\), which means the larger \(M\), the smaller the factor \(\log M/B (N/B)\). Nevertheless, once the buffer size is larger than a certain size, the ExactMaxRS algorithm also shows behavior similar to the others, since the entire I/O cost will be dominated by \(O(N/B)\), i.e., linear pcost.

![Figure 13: Effect of the buffer size](image)

(a) Gaussian distribution  
(b) Uniform distribution

#### 7.2.3 Effect of the Range Size

Figure 14 shows the experimental results for varying the range parameters. Without loss of generality, we use the same value for each dimension, i.e., each rectangle is a square. It is observed that the ExactMaxRS algorithm is less influenced by the size of range than the other algorithms. This is because as the size of range increases, the probability that...
rectangles overlap also increases in the algorithms based on plane-sweep, which means that the number of interval insertions will also increase. Meanwhile, the ExactMaxRS algorithm is not much affected by the overlapping probability.

![Graphs showing I/O cost vs range size for different datasets](image)

**Figure 14: Effect of the range size**

### 7.2.4 Results of Real Datasets

We conduct the same kind of experiments on real datasets except varying cardinalities. As shown in Table 2, dataset UX is not only much smaller, but also sparser than NE, since the domains of the data space are the same, i.e., $1M \times 1M$. In fact, we can regard UX as a macro view of NE.

Overall trends of the graphs are similar to the results in synthetic datasets, as shown in Figures 15 and 16. Note that in Figure 15(a), when the buffer size gets larger than 512KB, the naive plane sweep algorithm shows the best performance. This is because UX is small enough to be loaded into a buffer of size 512KB, which causes only one linear scan. However, we can see that the aSB-Tree cannot be loaded into a buffer of the same size, since the aSB-Tree requires more space due to the other information in the tree structure such as pointers of child nodes.

In this paper, since we focus on massive datasets that should be stored in external memory, we can claim that our ExactMaxRS algorithm is much more efficient than the others for large datasets such as NE.

![Graphs showing I/O cost vs buffer size for different datasets](image)

**Figure 15: Effect of the buffer size on real datasets**

### 7.2.5 The Quality of Approximation

Finally, we evaluate the quality of approximation obtained from the ApproxMaxCRS algorithm in Figure 17. Since the quality can be different when the diameter $d$ changes, we examine the quality by varying $d$ on both synthetic and real datasets. Optimal answers are obtained by implementing a theoretical algorithm [8] that has time complexity $O(n^2 \log n)$ (and therefore, is not practical). We observe that when the diameter gets larger, the quality of approximation becomes higher and more stable, since more objects are included in the given range. Even though theoretically our ApproXM CRS algorithm guarantees the $(1/4)$-approximation bound, the average approximation ratio is much larger than $1/4$ in practice, which is close to 0.9.

![Graph showing approximation quality for different datasets](image)

**Figure 17: Approximation quality**

### 8. CONCLUSIONS AND FUTURE WORK

In this paper, we solve the MaxRS problem in spatial databases. This problem is useful in many scenarios such as finding the most profitable service place and finding the most serviceable place, where a certain size of range should be associated with the place. For the MaxRS problem, we propose the first external-memory algorithm, ExactMaxRS, with a proof that the ExactMaxRS algorithm correctly solves the MaxRS problem in optimal I/O’s. Furthermore, we propose an approximation algorithm, ApproXM CRS, for the MaxCRS problem that is a circle version of the MaxRS problem. We also prove that the ApproXM CRS algorithm gives a $(1/4)$-approximate solution to the exact solution for the MaxCRS problem. Through extensive experiments on both synthetic and real datasets, we demonstrate that the proposed algorithms are also efficient in practice.

Now we are considering several directions for our future works. First, it will be naturally feasible to extend our algorithm to deal with MaxARS problem or MinRS problem. Second, focusing on the MaxCRS problem, we are planning to improve the algorithm to give a tighter bound. Finally, although our ExactMaxRS algorithm is proved optimal in terms of I/O cost, so far we do not use any preprocessed structure. Therefore, our next direction can be to reduce the searching cost by using a newly invented index.
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