Tutorial 4: Discrete Random
Variables 2

Baoxiang Wang bxwang@cse
Spring 2017



Geometric Random Variables

* The PMF of a geometric random variable is

px(k) = (1 —p)*1p

s E[X|X > 1] =1 + E[X]



Geometric Random Variables

e Fork > 1,
P(X=k)  (1-p)k~1p (1-p)*~'p
PX=k|X>1)= = -
( X > 1) P(X>1) XpL,(1-p)*'p  p@1-p)

= (1-p)*?p =py(k — 1)

1(1 p)

cE[XIX>1] =3P, kPX =klX>1)

Z kpx (k= 1) = Z(k + 1)y (k) = Z kpx (k) + Z px (k)

"= 1+ E[X)



Geometric Random Variables

* In general,
P(X =k)
PX=k|X >a)=
X =K kcf)l P(X > a) -
__Q-p=p _ {dA-p)Pp
Yirear1(1— D) 1p p(1— p)- 1

=(1-p)“p e
= px(k —a)



Geometric Random Variables

*Elf(OIX > a] = E[f(X + a)]

EI£(OIX > al
2 FUOP(X = kIX > a) = Z Fpx(k = @)
k=a+1 k=a+1

_ 2 f(k + a)px(k) = E[f (X + a))
k=1



Example 1: Functions of random variables

* Let X be a random variable that takes value from 0 to 9 with equal
probability 1/10.

* (a) Find the PMF of the random variable Y = X mod(3).
X Tosss  liar  lass
Y 0 1 2

p 4 3/10 3/10
5 =2/5



Example 1: Functions of random variables

* Let X be a random variable that takes value from 0 to 9 with equal
probability 1/10.

* (b) Find the PMF of the random variableY = 5 mod (X + 1).
X 0o 11 12 13 14 5 16 17 18 19 _
Y 0 1 2 1 0 5 5 5 5 5

3 2 _ 1/10 5
10 =1/5 10 1/5 10_1/2



Example 2: Expectation, Mean, and Variance

e Let X be a random variable with PMF

(xz
pX(x) — ;, ifx = —3,—2,—1,0,1,2,3
0, otherwise

* (a) Find a and E[X] .

a= 2x2=2x(1+4+9)=28
xX=—3 3 ,

E[X] = z x-;—8=o

x=—3



Example 2: Expectation, Mean, and Variance

e Let X be a random variable with PMF

fxz

py(x)={7» Ux=-3-2-10123

0, otherwise

* (b) What is the PMF of the random variable Z = (X — E[X])??
7 = X*

Z 0 1 4 9

P 0 2><1—114 2><4—2 0 _ 0
28_/ 28 7 28 14




Example 2: Expectation, Mean, and Variance

e Let X be a random variable with PMF

fxz
py(x)={7» Ux=-3-2-10123
0, otherwise
* (c) Using the result from part (b), find the variance of X.
1 2 9 99
X)=FElZ|=1X—=+4X+9IX—=—
var(X) = E[Z] = S AX S IX =

2%x1/28=1 2x4/28=2 2x9/28=9
/14 /7 /14



Example 3: Expectation, Mean, and Variance

* Two coins are simultaneously tossed until one of them comes up a
head and the other a tail.

* The first coin comes up a head with prob. p
* The second coin comes up a head with prob. q
* Independent

* (a) Find the PMF, the expected value, and the variance of the number
of tosses.

* The number of tosses is a geometric random variable with parameter
p'=p(1—-q)+(1—-pg

L 1 [} ° 1_p,
So the mean is — and variance is —-.
p! p! .




Example 3: Expectation, Mean, and Variance

* Two coins are simultaneously tossed until one of them comes up a
head and the other a tail.

* The first coin comes up a head with prob. p
* The second coin comes up a head with prob. g
* Independent

* (b) What is the prob. that the last toss of the first coin is a head?
p(1—q)
p(1-q)+ (1 —p)g

P(first coin is head|last toss) =

12



Example 4: Joint PMFs of Multiple Random
Variables

* A stock trader buys 100 shares of stock A and 200 shares of stock B.
e Let X and Y be the price changes of A and B, respectively.

* Assume the joint PMF of X and Y is uniform over the set of integers
—1<x <2, —1<y—-x<1

* (a) Find the marginal PMFs and the means of X and Y

1
* Py(—1) = Px(0) = Px(1) = Px(2) = ,E[X] =0.5
IIEIIII“EIIIIHIIIIHIIII“IIIIIIHIIII

1/12 3 3 1 1 1/12
2% —=1/6 3><12 1/4 3><12 1/4 2><12 1/6

CE[Y] =—(-2—-2+0+3+4+3)=—=

1
12 2

13



Example 4: Joint PMFs of Multiple Random
Variables

* A stock trader buys 100 shares of stock A and 200 shares of stock B.
* Let X and Y be the price changes of A and B, respectively.

* Assume the joint PMF of X and Y is uniform over the set of integers
-1 <x <2, —1<y—-x<1

* (b) Find the mean of the trader’s profit
E|100X + 200Y] =100 x 0.5 + 200 x 0.5 = 150
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Example 5: Conditioning

* Consider ten independent rolls of a 6-sided die. Let X be the number
of 6s and let Y be the number of 1s obtained.

 What is the joint PMF of X and Y?
* X is a binomial random variable withn = 10 and p = %

* P(Y = b|X = a) is a binomial random variable withn = 10 — a and
1

P=z

* So the joint PMF is
P(X=a,y=b)=PX=a)P(Y =b|X=qa)

10\ (1\" 5., ,(10—a\ 1, 4
~(a)(5) @) *)@rgre

15



Example 6: Independence

e Suppose that X and Y are independent, identically distributed,

geometric random variables with parameter p. Show that

P(X=i|X+Y=n)=n_1, i=1,...,n—1
. o _§ _ P(X=ix+Y=n)  P(X=i()P(Y=n-—i)
PX=iX+Y=n)= P(X+Y=n)  P(X+Y=n)

.Forizl,...,n—l, ' |
P(X — l)P(Y =N — l) — p(]_ — p)l_l. p(l _ p)n—l—l
=p*(1—-p)"™*

So they are equally likely. Noticelthat
o

P(X+Y=n)=2P(X=i)P(Y=n—i)
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