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Outline

e Tail inequalities
— Markov’s inequality
— Chebyshev inequality
— Chernoff’s bound

e Randomized communication complexity
— About the success probability



Markov inequality

* Let X be a nonnegative random variable. Then

forall a>0, prxza) <=2,
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Chebyshev inequality
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Chernoff bounds

e Let x..x, be independent {0,1}-valued random
variables, and p=rix =1-ex1 , X=X/%, u=E[X] .

e Thenforany s-o :

PIIX > (1+6) p] < e rltoyinel=el,

Pr[X < (1 —&)p| < exp(—ud*/2).
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We now want to choose # to maximize t(1+4J)+1—¢'. Setting the derivative equal to 0 and solving
for t gives t = In(1 + 0). Plugging this value into the last line gives the stated bound. O

For0<46<1, (1+0)In(1+4)—48=6%/2.
So, the Chernoff bound can be restated as Pr[X > (14 0)p] < e~H%/2 for § 10,1].

Pr[X < (1—08)u] < exp(—ud?/2).



Randomized communication complexity

e The randomized communication complexity actually depends on the
required error probability, which we will use the subscript to specify.

* For example, R_(f) is the €-error private-coin randomized communication
complexity. When we don’t specify the error probability, it’s 1/3 by
convention; that is, R(f) = R 5(f).

e Like in randomized algorithms, the error probability can be decreased
from a constant to an arbitrary € by repeating the protocol O(log 1/¢)
times.



Amplify the success probability

Simply run the protocol (with error probability p) k
times, and take a majority vote on all the k outcomes.

— pis a constant and p<1/2.

Then by Chernoff bound, it will give the wrong
answer with probability at most

PI[X >k /2] =PI[X > (1+1_2r23p) ok]
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Which is less than €, when we repeat k -o0(og1/s) times.



Summery

 Some tail inequalities.

 Amplify the success probability of randomized
protocols.



Thanks
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