Consider the following context-free grammar $G$:

$$T \rightarrow TT+ \mid TT- \mid x \mid y$$

It generates expressions in postfix notation, like $xy+$, $xyx+$, $xyx-$, and so on.

(a) Every partially completed rule of the form $A \rightarrow \alpha \cdot \beta$ is known as an item. Construct an NFA for the valid item updates.

(b) Convert the NFA to a DFA. Which of the states are shift states and which are reduce states? Are there any conflicts?

(c) Using the DFA, show an execution of the LR(0) parsing algorithm on the input $xxyx++$

Show the stack of states, stack of processed input, and remaining input throughout the execution.

(d) Now consider the following context-free grammar $G'$:

$$T \rightarrow TT+ \mid T+T \mid x$$

Show that $G'$ is not an LR(0) grammar by giving the DFA of valid item updates.

(2) (25 points) This is the only question in this course concerning the state diagram of a Turing machine.

In this problem, you will design a Turing machine for the following language. Briefly explain how your Turing machine works (insufficient explanation may get zero points).

$$L = \{w \in \{a,b,c\}^* \mid w \text{ is a palindrome}\}.$$ 

Give both a high-level description and a state diagram of your Turing machine.

Recall that a palindrome reads the same forward and backward.

(3) (30 points) A queue automaton is like a push-down automaton without the input tape and the stack is replaced by a queue. A queue is a tape allowing symbols to be read only at the left end and written only at the right end. At each time step, the queue automaton may perform either a read or write operation. Each read operation (called a pop) reads and removes a symbol from the left and of the tape and each write operation (called a push) writes a symbol at the right end. For example, if the state of the tape is $abcaaab$, the operation pop a yields $bcabab$. Now push c yields $bcaab$. The internal state of the queue automaton may change after each pop or push operation (and this transition may depend on the symbol pushed or popped). Initially, the queue contains the input followed by the special end-of-input symbol $. The automaton accepts (resp. rejects) by going into a special state $q_{\text{accept}}$ (resp. $q_{\text{reject}}$). The transitions in a queue automaton are deterministic. You will argue that a queue automaton is equivalent to a Turing machine: Every queue automaton can be simulated on a Turing machine, and vice versa.
(a) Write a formal definition of a queue automaton. A formal definition of an automaton will look like page 17/slide 16 of Lecture 14 or page 9/slide 7 of Lecture 10.

(b) Show how to simulate a queue automaton on a Turing machine. For this, you need to specify

- how the tape of the Turing machine will be used to represent the queue automaton;
- how the Turing machine tape should be set up initially;
- what the Turing machine should do when the automaton performs a push or a pop (you may specify in 1-2 sentences the general idea, omitting the tedious details);
- what the Turing machine should do when the queue automaton accepts/rejects.

(c) Show how to simulate a Turing machine on a queue automaton. For concreteness, you may assume the Turing machine has tape alphabet $\Gamma = \{a, b, \square\}$. Again you should specify simulation details similar to those in part (b).

(4) (10 points) Argue that the collection of decidable languages is closed under the star operation. In other words, given a Turing machine/algorithm $M$ that decides a language $L$, how do you construct a Turing machine/algorithm $M'$ that decides $L^*$?