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Abstract—Currently deployed IEEE 802.11 WLANs (Wi-Fi | @ o
networks) share access point (AP) bandwidth on a per-packet E " S e

basis. However, various stations communicating with the AP often Data Rate: 54 Mbps

X
- Data Rate: 18 Mbps

have different signal qualities, resulting in different transmission Q
rates. This induces a phenomenon known as theate anomaly Q/
problem, in which stations with lower signal quality transmit at
lower rates and consume a significant majority of airtime, thereby

dramatically reducing the throughput of stations transmitting at % [ mB  =A |
higher rates. 20 1
We propose SoftRepeater, a practical, deployable system in 15 |

which stations cooperatively address the rate anomaly problem.
Specifically, higher-rate Wi-Fi stations opportunistically trans-

form themselves into repeaters for lower-rate stations when 51
transmitting data to/from the AP. The key challenge is to o
determine when it is beneficial to enable the repeater func- A& B Near AP After A moves
tionality. In view of this, we propose an initiation protocol

that ensures that repeater functionality is enabled only when
appropriate. Also, our system can run directly on top of today’s
802.11 infrastructure networks. In addition, we describe a novke

zero-overhead network coding scheme that further alleviates receives a UDP throughput of 13 Mbpswhen station A

undesirable symptoms of the rate anomaly problem. Using moves away from the AP, its signal strength lowers, and a

simulation and testbed implementation, we find tha(l)t SoftRepeater built-in auto-rate algorithm reduces A's transmissioreré

can improve cumulative throughput by up to 200%. 18 Mbps, increasing the time needed for A to transmit and
Note: An earlier and shorter conference version of thiseceive packets. Since A and B share the medium on a packet-

paper appeared in ACM CoNEXT '08 [5]. by-packet basis, B’s throughput decreases as well, in tgs ¢

of our experiment by 75%, even though B never moved. This

experiment conclusively demonstrates that rate anomaly ca

) _ ) occur and when it does, it reduces throughputs substantiall
As corporations move to all-wireless offices, and a cultuig \wi-Ei networks.

of mobility takes root, performance of such networks become variety of proposed solutions, discussed in more detalil

paramount. In traditional corporate Wi-'Fi networks, AP8 ah, section VI, address the rate anomaly problem. However,
generally sparely deployed. When heavily used, such nesvoggey have the following limitations: requiring dedicateirdi-
suffer from the well-knowrrate anomaly problenfl9]. This \yare repeaters (e.g., [11], [12], [35]), making changesh®® t
problem arises when multiple Wi-Fi stations transmit pagkepac layer (e.g., [26], [27], [28]), or constructing multiel
at different transmission rates. The IEEE 802.11 prqto;im’ka networks from existing stations in ad hoc mode (e.g., [14]).
trates channel access requests on a per-packet basis.iA§sURjence, they either increase cost, do not conform to cugrentl
that all stations transmit packets of equal size, the statiogeployed infrastructure networks, or cannot be activated o
that use lower transmission rate consume more airtime. Thismand only when providing benefit.
often sev_erely I_imits the throughput of stations that areab |, this paper we describe a different approach: a practical,
to transmit at higher rates. _ o deployable system calleBoftRepeatewhich enables stations
This prqblem is demonstra_ted experimentally in Figure 1. @(nown as repeatery with good signal strength and high
testbed with two laptops (stations), A and B, are assoctated {ransmission rates tpportunisticallyact as relays for stations
single Access Point (AP) in IEEE 802.11a mode. Each Stat'%own asclient§ with poor connectivity to the AP and low
sends UDP packets to the AP as fast as it can. When bgthnsmission rates. Our system requires no changes to the
stations are close to the AP, both have good signal strengfh 11 MAC. Also, it is implemented entirely in software tha
and transmit packets at their highest possible rate; eatiost ,ns on participating stations, thereby requiring no clearig

he AP.
P. Bahl, R. Chandra, and J. Padhye are with Microsoft ResgRedmond, the . . .
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Fig. 1. The Rate Anomaly problem. B’s throughput drops to 25%nev
though it never moved.

I. INTRODUCTION



utilization is low, there is no need for repeaters. It is msegy stations within interference range of one another sendgiack
to havepractical prediction algorithms that identify when theat different data rates. This occurs commonly in practice,
system would offer benefit. mostly due to the auto-rate algorithm of IEEE 802.11 that

Another key challenge is that once our system is activateajjusts the transmission rate of a wireless card based on RF
we require that the repeater caeliably send and receive signal quality and excessive packet loss. These two priepert
traffic to/from both the AP and the client. Such can only bare often quite varied across stations in a network. They can
achieved by having the repeater alternately switch betwelea due to: (1) topological placement, with nodes furthemfro
the infrastructure mode (for communication with the AP$he AP having weaker signal and hence lower rate, (2) hetero-
and the ad hoc mode (for communication with the clientyeneous receiver sensitivities for different wirelesslsdB1],
The practical needs of switching between the two modes ared (3) co-existence of different, competing bands, likEEE
detailed in [8]. Thus, our system needs to efficiently switc®02.11g with older, lower rate IEEE 802.11b statforiMote
between the two modes, and determine the fraction of tintteat in each of the above scenarios, the interfering staititn
spent on each mode to ensure the fairness of throughputnot have to belong to the same network; it is sufficient that
both the repeater and the client. they interfere with one another.

The algorithms and protocols are embodied in 8tftRe-  SoftRepeater allows some stations (usually those near the
peateragent that runs on participating stations. The agent usgB) to act as repeaters for other clients (usually those that
VirtualWiFi [8], [22] to support the repeater functionglitn are further away), in order to improve the overall network
the common case where each station has only one radio avaérformance.
able. This implementation is particularly attractive hessa For example, after node A has moved in Figure 1, node B
the repeater is able to exploit available frequency chanteel turns on the SoftRepeater functionality, and acts as a tepea
provide good performance, without requiring extra har@warfor node A. Node A now sends its packets to node B, instead
If multiple radios are available, SoftRepeater can use thesfsending it to the AP. Since node A is close to node B, the
in conjunction with multiple channels to further boost theuto-rate algorithm at node A uses higher transmissiontecate

performance of the network. _ send these packets. The throughput of node B can also go up
In the context of our system, our important research contfecause it is not contending for airtime with packets sent at
butions are the following: lower data rate.

« Formalizing how the SoftRepeater system addresses therhe decision to turn on repeater functionality is taken by
Rate Anomaly Problem as a set of utility maximizatioach station independently, using locally available imfation.
problems for different fairness requirements. A station initiates the repeater functionality (i.e. beasm

« An algorithm that enables stations to detect the rate SoftRepeater) by starting an ad hoc network, and then
anomaly problem in a Wi-Fi network, and then predicuickly switching between the original infrastructure (AP
when invoking SoftRepeater will alleviate the problem.pased) network and the newly formed ad hoc network using

« The protocol utilized by stations to negotiate, reachirtualWwiFi [8], [22]. The ad hoc network and the infrastruc
consensus, and subsequently activate SoftRepeater fuiige networks can be on different channels. Other clierits jo
tionality. the newly-formed ad hoc network and use the SoftRepeater as

« Descriptions of multiple-channel and low-overhead neg relay, if it improves their performance.
work coding techniques similar to [23] that further alle- goftRepeater works with ordinary, off-the-shelf wireless
viate the rate-anomaly problem and further boost overadirds, and is entirely software-based, not requiring any
throughputs. changes to the firmware or the hardware of the wireless

« An implementation of the SoftRepeater system in Wircards. Most such cards cannot be turned into transparent,
dows XP, with its performance evaluated in both Qualn@iac-level (“layer 2”) repeaters. Consequently, our systiem
simulation and extensive experiments using our implgnplemented in the “layer 2.5” of the OSI network stack.
mentation on a testbed. An alternative to the SoftRepeater approach is to deploy

The results from our experiments and simulations shayardware repeaters. The main drawback of this scheme is
that under the right conditions, the SoftRepeater protoeal that it requires dedicated hardware, and cannot be deployed
improve the performance of Wi-Fi networks by up to 200%gpportunistically. Further, since stations do not facefqrer
Furthermore, the protocol is able to correctly determin@mwh mance problems all the time, it is difficult to justify dediee
it is beneficial to turn on the repeater functionality. hardware to address this problem.

The rest of the paper is organized as follows. Section Il gesjges solving the rate anomaly problem, the SoftRepeater
overviews the SoftRepeater architecture, and SectionigH dsystem has other applications as well. For example, onelcoul
cusses its implementation details. Section IV presentliava |;se our SoftRepeater framework to dynamically extend the
tion results. In Section V, we discuss various scenariosrwhqange of a WLAN. A node at the edge of a WLAN could
SoftRepeater is useful. Section VI reviews related world apyovide coverage to areas that are outside the range of the AP
Section VII concludes the paper and presents future work. yowever, in this paper, we focus only on the rate anomaly

roblem.
II. SOFTREPEATEROVERVIEW proble

Our opportunistic repeater framework, SoftRepegteryiaIle 2Similar problems occur when IEEE 802.11n stations have toxisi-@ith
ates the rate anomaly problem [19], [33], which arises where-IEEE 802.11n stations.



‘SoftRepeater Service F_ In summary, the SoftRepeater service works as follows. It
constantly monitors the performance on the wireless nétwor

User Mode ::V__.rgu;;@v__..:__. _§§r§i§e__: analyzes packets to infer the existence of the rate anomaly
problem, and estimates the utility of initiating the remeat

Kernel Mode TCP/P network by polling various counters of the wireless cargelri

, N : ; The service executes a four-way handshake protocol to confir
IRepeater Virtual 1 Primary Virtual L. . i _ K
. Interface Interface that all participating stations have the necessary incertt
[ e S initiate SoftRepeater. If this is confirmed, SoftRepeateadti-
t Network Coding Engine | — vated. We explain the implementation details of SoftRegreat
VirtualWiFi Layer 2.5 Driver in the following discussion.
SoftRepeater specific modifications fe—r B. Detecting Rate Anomaly
Wireless Card Device Driver The SoftRepeater service infers the existence of the rate
Fig. 2. The SoftRepeater Architecture. anomaly problem if the wireless network interface is consis
tently backlogged, i.e. the station is trying to use the ogkw
I1l. SOFTREPEATERDESIGN at a higher rate than what is offered, and nearby nodes send
A. Architecture approximately the same number of packets, but at a lower data
rate.

As illustrated in Figure 2, the architecture of tis®ftRe-
peater agent that runs on each node is based on Virtue%k
WiFi [8], which is a virtualization architecture for wirede

The service collects information about nearby stations and
eir transmitted packets by setting the wireless card to

network cards. It abstracts a wireless card into multipteuai promiscuous mode and logging aggregate information foh eac

. . . : tation. This aggregate information is maintained in aeabl
instances, and each virtual instance appears as an indggen : o

: i where each row corresponds to a MAC identifier of another
network interface to the user, allowing the user to connec

. . . “node whose packets were overheard, plus one additional row
each virtual card to a separate wireless network. VirtukiWi P » P

. o . . for itself. Each row has five entries: the number of packets
provides an illusion to the user of simultaneous connegtom .

. . - o . heard, the average size, RSSI and data rate of data packets
all wireless networks using efficient switching and buffigri

: o . : . received, and the BSSID of the associated network. This
techniques. It is implemented as an intermediate layeedriv D : o
. ) information is updated once every second and is maintained

and a user-level service, shown &&tualWiFi Layer 2.5 . .

. . T ; as a moving average over 5 update intervals.
Driver and VirtualWiFi Servicein Figure 2. The mechanisms S ; . .

o . . . The utilization of the wireless medium is calculated by

of switching and buffering are implemented in the kernel, , .. - ) .

; : L . ddding the airtime consumed by all neighboring nodes, where
while the logic and policies are implemented as a user-level . B . : .
service a neighbor’s airtime is calculated using the size and number

SoftRepeater uses VirtualWiFi to implement a repeatgF packets received from that node, and the data rate at

. ; , . . Which the packets were sent. If the utilization of the medium
using a single wireless card. It abstracts the wireless ioéod . .
. ) is greater than 50% and the SoftRepeater service observes
two virtual instances, shown &epeater Virtual Interfacand

) A another neighbor sending approximately the same fraction o
Primary Virtual Interfacein Figure 2. The shaded components ﬁ\ckets, but at a lower data rate, it predicts that the rate

are disabled when a station is not using the repeater netwdt .

Thus, when a station is performing well, the wireless Ca%womaly problem exists.

is always connected on the primary wireless network. When - )

a station wishes to initiate a repeater network (i.e. becamé=- Repeater Utility Function

repeater), it starts the VirtualWiFi service, and plugsie te- Once a repeater predicts the existence of the rate anomaly

tails of the repeater network to the Repeater Virtual imieef problem, it must next estimate its gain in throughput if Beft

We have made several modifications to significantly reduee theater is invoked. We propose a notion caliepeater Utility

switching time in comparison to the original VirtualWiFi][8 Function which captures the throughput gain of the stations

implementation; our current implementation allows a etati when SoftRepeater is used. The Repeater Utility Function is

to switch between the primary and the repeater networks defined based on the desired fairness requirement and is a

less than 40ms. function of the estimates of throughput among stations whos
When the SoftRepeater service initiates the repeater fumates have yet to be determined and need to be estimated.

tionality, it buffers packets for the primary (repeaterjweark To motivate the challenge of invoking SoftRepeater, con-

if the repeater (primary) is currently used, so as to enswsiler two stations A and B connected to the same AP, where

reliable packet delivery. Note that the buffering mechiamisthe transmission rates of A and B afg andRp, respectively.

can be implemented without modifications to the AP. Th8uppose B infers the existence of the rate anomaly problem,

implementation details are found in [8]. and considers instantiating itself as a repeater for A. Tihen
The Network Coding Engine is an optional module thatust estimate the ratB 4 p of transmissions betweed and

can further improve the performance of the repeater and the

client. However, modifications to the AP are required to use The rateR4 g is approximated by assuming a symmetric

the network coding engine and are detailed in Section llI-Fchannel and mapping the received signal strength of packets



from A (RSS14,) to the corresponding data rate. Each nodeirst, we want to decide whether switching on SoftRepeater

maintains an expected data rate table, which maps an R8&h benefit all clientand the repeater. Second, if we decide

range to its expected data rate. The table is built from lodal switch on SoftRepeater, we want to know the fractions of

measurements, as described in Section IV-B1. We emphadinee being allocated for the primary and repeater networks.

that by no means do we suggest that the use of physical-lajfgevious studies on fairness issues in wireless (e.g.) [d7]

metrics can accurately infer transmission rates, as shownniesh routing metrics (e.g., [13], [14]) cannot address both

previous work [2], [36], but our approach here serves asodjectives.

starting point. Given the physical-layer complexities, aren ~ Our current fairness derivations make two assumptions.

robust approach for inferring data rates is to use linkilay€&irst, we assume zero switching overhead, so that1l — «.

statistics, such that each node (assumed in promiscuous)mdebr non-zero switching overhead (denoteds## of airtime),

periodically broadcasts probes and monitors inter-nods love can simply sef = 1 — s% — «. Second, we assume the

rates, and use the loss rates to infer the best transmisssaturated case where there is always backlogged datatdgaila

rate that maximizes throughput [36]. We plan to evaluate thior all stations involved, implying that each station hasiaq

approach in future work. long-term channel access (e.g., see [19]). This assumption
In addition to the data rate table, each node also maintaitenforms to file-transfer-like applications where thropgh

an expected throughput table, which maps data rate to thgimization is a concern. Under these assumptions, thesval

expected throughput achievable for a given data rate. Bhisof « is determined by what the repeater wishes to optimize.

required as the throughput is usually smaller than the @déa rLet s andT4 5 be the achievable throughputs for data rates

due to protocol overheads and background interference. Hog and R 4 5, respectively (see Section IlI-C).

example, even when a node sends packets at a data rate of Svaximizing total throughput: First we consider maximiz-

Mbps, its effective TCP/UDP throughput is of the order of 2fhg total throughput. The total throughpiitis given by:

Mbps. We populate this table from local measurements under ax T ax Ty

normal operating conditions to account for backgroundrinte T = 5 + min ( 5 ,(1—a)xTap)

ference and other physical-layer complexities. For instathe . e

expected throughput can be computed using 1 / ETT, where = min(a xTp, Tap+ 5% (Ts — 2Ta,B))-

I_ETT [14] _is the expected tran_smission time_ of a packet over a| ¢t s consider two cases. s > 2Tap, then T is

link and is measured from link-level probing. The expecteghonotonically increasing with. Thus, T is maximized when

throughputTA,B and T can then be obtained from table, _ { On the other hand, iff; < 2T 5, then the

lookups indexed byizs 5 and Rs. LHS of the min is increasing witha while the RHS of

The resulting throughputs also depend on paramet@sd e iy, is decreasing withv. Thus, T’ is maximized when
B, wherea is the fraction of time that the repeater spends Ty = Tap + & x (T — 2T4 ), or equivalently,
on the primary network forwarding both its and its supported _ o Ty B/(TB"F 9 TZ B). "
clients’ packets to/from the AP, andis the fraction of time [,y ever, settinga -1 implies that the client will be
that the repeater spends on the repeater network relayinggived, an undesirable outcome always for the client node.
clients’ packets’. If o and 3 are fixed constants and bothhsiead, we investigate two commonly employed fair alloca-
A and B have the same throughput, then in our examplg,, schemes in networking, namely Max-Min Faimess and
by invoking SoftRepeater, the expected throughput of B froﬁ"roportional Fairness [24].
using a repeater is given b§;7; the expected throughput of Max-Min Fairness: To maximize the minimum, it suffices

H H H : axT
A from using a repeater is given byiin (<572, 6 X Ta,B).  to equalize the throughput of the client and the repeater.
If the expected throughput for both A and B is greater than T
@ B

their current respective throughput, then there is an itien = min (
for B to start the repeater network as well as for A to use it. 2

The proposed utility function does not take into account theEhus, we have‘”zﬁ = (1 —a) x T4 . The optimala is
added power consumption at the repeater. This is likely to be 9Ty 5
a concern for mobile stations. In our future work, we plan a=—",
to modify the utility function to take power consumptionant Ts+2TanB
account. The max-min throughput i§€'4 5 x Tp/(Ts + 2T4 ). If

the result is greater than the current throughput of A and B,

D. Generalizing Repeater Utility Function for DifferentiFa SoftRepeater is invoked.
ness Criteria Proportional Fairness: Proportional Fairness achieves a

Rather than simply have static values fomnd 3, SoftRe- compromise between maximizing throughput and maximizing

peater can implement different fairness criteria by appmp.thehmmjmum. The ?lh'IOSOpT]Y of prolport|onal 1‘|{:1|r a][Iocatlp
ately settingx and 3 as a function of the known and estimated®_that “expensive” flows achieve a lower quality of service

throughputs that will occur when SoftRepeater is enabled. {/ithout getting starved. In our scenario, the client is the

this subsection, we generalize our utility function based (gzxpensive flow since it consumes sigr_1ificantly higher aietim
different fairness criteria. Our analysis serves two pagso ComPared to the repeater and hence it gets lower throughput.
The allocation is formally achieved by maximizing the sum

3Note thata + 43 is less than 1 due to network switching overheads [8]. Of the log of the throughputs.

OAXTB

,(1 —Oé) X TA,B)-



More formally, we want to maximize: of interfering nodei. Note that all interfering nodes have the

Ty same expected throughput because they have equal long-term

3 (1 —a) xTap)) channel access. Now, by taking into account that the repeate
(when it is on the primary network) and the client (when it

We can show that either = 0.5 or @ = 2T4 3/(Ts + s on the repeater network) need to compete for airtime with
2Ty ), so the optimala is the one that maximizes thethoseK nodes, the throughput of the client is
throughput. The derivation is as follows.

The LHS of the min is smaller only whem < min ( @ l1-a _
2Ta g/(Ts + 2T4 ), and also note that in this range, the 2(1/Tg +1/Tz)" 1/Tap+1/Tz
function is monotonically increasing with. Hence, the value By equalizing the LHS and the RHS of the min function,
for a that maximizes the function with the LHS being smallefe can show that the optimal is
is o = 2TA,B/(TB + 2TA,B)-

T
log(a . B) + log(min(a -

For the time being, assume the RHS of the min is always o= 2(1/Tp +1/T7) ]
smaller, such that our objective is to maximize: 2/Tp +1/Tap +3/Tz
. axTg For the special case when there is no interfering node, we
min ( 5 ,Ql—a)xTap)=01—-a)xTazs. can setl /T — 0.
Then. we want to maximize: Thus, when the repeater is turned on, the resulting through-
’ put is (2/Ts + 1/Ta.p + 3/Tz)~". Note that without the
10g(a X TB) +log((1 — ) x Ta ). repeater, the throughput {8 /74 + 1/T5 + 1/T%)~'. Thus,
2 ’ the presence of interfering nodes can reduce throughput, so
This is equivalent to maximizing: in general, we should not turn on the repeater when there
axTg are many interfering nodes within the network. We verifysthi
D) X (1 —a)xTasp. observation through simulation in Section IV-D.

Using similar arguments, we can extend our analysis to the

Taking first derivative WRTa, and setting it to zero, we case where the repeater is servimg > 1 clients. Thus, the

see that the expression is maximized wher= 0.5. Noting

the second derivative is a negative constant, we see theat w timal o is
function’s slope is always decreasing. Hencey if restricted o (M+1)(1/Tp +1/T%)
to an interval, the function’s maximum occurs wheris the (M +1)/Tg+M/Tap+ (M+2)/Tz

closest value in that interval to 0.5. . ) .
Let us now remove the assumption that the RHS is aI_MuIn-channeI case: When the repeater switches to the

ways smaller. Since the RHS is smaller only when > repeater network using VirtualWifi, it can use a new channel

. different from the primary network’s, thereby avoiding the
<0. . X . .
?r?;Agé(STg+n?£’(“i*rﬁi)z' etze;illngéB l/f(gTsz%TBB ) +72;f,3t;] e>n contention with the interfering nodes. Thus, the throughpu
0.5, thena = 2T4 g/(Ts + 2T4.B) is}the value of}x for of the client is
which the function is maximized while the RHS is smaller, min ( @ l -« ).
which is the closest value af to 0.5 such that the RHS is 2(1/Tp+1/Tz)" 1/Ta g

smaller than_the LHS_. _ _ Hence, the optimat is
The following algorithm finds the optimal value of

o (= 2log(2XI2) with @ = 2T 5 /(T + 2Ta.5). ae  2WTs+1/T7)

o 7 = log(*%5E) 4 log((1 — a) x T4 ) wherea = 0.5 2/Tp +1/Tap +2/T7
if 2T°4,5/(Tp +2T4,5) < 0.5, anda = 274, 5/(Tr + Multi-card case: When a wireless device has only a single
2T4,p) otherwise. wireless interface, it can use VirtualWifi to switch between

« the maximum value of the function is thenax(¢,7) the primary network and the repeater network and mimic the
(with the associated that led to the max). functionality of multiple cards. Now, suppose that the ape

In our experiments we focus mainly on Max-Min Fairnesss installed with two wireless cards with different charmeine
however if higher cumulative throughput is desired then otor the primary network and one for the repeater network. In
framework can utilize Proportional Fairness. this case, no switching is required as the repeater can fdrwa

Multi-node case: We now generalize the case to multiclient’s traffic immediately using a different wirelessenface.
ple nodes, focusing on Max-Min Fairness. Suppose that thberefore, the throughput of the client is:
repeater is serving one client, while there dteinterfering 1
nodes that do not participate in the repeater service bt hav min (m7
traffic that occupies the channel. Note that these intexeri B+ 1/1z
nodes and the SoftRepeater nodes may be associated with the o
same or different APs, but they share the same contentfon Repeater Initiation Protocol
domain. In the absence of the repeater and the client, theTo determine whether invoking SoftRepeater can improve
expected throughput of each of tho&einterfering nodes is throughput for a given fairness requirement, stations earyc
T, = (Zfil T%)*l, whereT; is the achievable throughputout the Repeater Initiation Protocol, which gathers cossen

(1/Ta,))-



the AP with its IP address.

1. Broadcast offer\ 5- Initiate Repeater The biggest overhead in initiating a SoftRepeater is the tim
3. Broadeast new offer % to complete Steps 5 and 6 of the above protocol. Previous work
/ § [9] measures the time for a node to start a network, and slient
=" 6. Join Repeater to join it, to l_Je less than 1 second. We observe similar delays
- 2. Unicast response& @ In our eXperlmentaI setup.
. nicastresponse
4. Unicast Accept/Reject Q/

F. Zero-Overhead Network Coding

Hardware repeaters reduce the capacity of a wireless net-
work by re-sending every received packet. These packets
from nearby stations using a four-way handshake. The mbtoconsume double the ‘?‘"“me and conse_q_uer_ﬂly reduce the

' %hroughput of nearby clients. If some modifications to the AP

steps are illustrated in Figure 3. are allowed, we can limit this reduction in throughput byngsi
1) The node with a high Repeater Utility, say B in Figur@etwork coding.
3, creates a message with the IP addresses of client®yr approach is similar to COPE [23], which is a pro-
it intends to serve, and the estimated data rate of egghsal for using network coding to increase the throughput of
client. It then broadcasts this message in its IP subnefireless mesh networks. SoftRepeater is ideally suitedke t
2) When an intended client, say A in Figure 3, receivegdvantage of the fundamental idea of network coding without
this message, it computes its Utility of using B as thgaquiring many of the additional overheads of COPE. In the
repeater. It then unicasts this Utility and its estimatedoftRepeater setting, all packets relayed by a SoftRepagte
data rate to B. Note that the data rate is calculated frosither sent by an AP, or destined to it. As a result, a repeater
the signal strength of overheard packets sent by B. can encode at most two packets in each transmission, i.e. a
3) B recalculates its Utility based on the number of thgacket sent by a client to the AP and a packet sent by the AP
updated data rates of clients whose responses had Utifigythat client. Opportunities for coding together more sk
improved (assuming the clients will accept to use th@ay exist, but are likely to be rare at best. The authors of
repeater). It then rebroadcasts a message with a reviggg] empirically show that the number of packets that can be
set of client IP addresses. encoded in each transmission is two to four in most cases, and
4) When A receives the second request, it recomputes @ authors of [25] provide a theoretical upper bound fos thi
utility and sends a message to B either accepting Aimber in a general topology. Therefore, we assume that a
refusing to join the repeater network. If A accepts, it wiltepeater only encodes at most two packets at a time. This
start monitoring the medium for B’s repeater network.insight allows us to propose a lightweight network coding
5) When B receives sufficient acceptances from authorizgq)tocm for the SoftRepeater architecture.
clients, it turns itself into a SoftRepeater. Consider a packeX sent by the AP to the client through the
6) Authorized clients then join the repeater network.  SoftRepeater and a packetflowing in the reverse direction.
Note that messages in steps 1 through 4 of the aboUBe fundamental idea of COPE is to have the SoftRepeater
protocol are sent via the AP over the WLAN network, anteceive bothX andY prior to forwarding these packets, and
works only if all the clients are connected to the AP. Cuisent then instead to forward = X @Y. Upon receivingZ, since
we do not support scenarios where a client is disconnect®@ AP is the sender ok and has a copy of the packet, the
from the network. However, we note that these scenarios cAR decodesY” viaY = Z @ X and the client can similarly
be implemented using schemes similar to the ones propostegodeX via X = Z @Y. In this case, the SoftRepeater has
in [9], [1]. delivered bothX andY to their respective destinations while
Each node that is part of the SoftRepeater network reciiansmitting only a single packet.
culates its utility function once every 10 seconds. When aSince A& A = 0 for any constant4, XOR packets are
station does not receive any benefit from being a repeater,i@ntifiable by a value of 0 in any constant packet header,field
being part of a SoftRepeater network, it stops the repea@fch as the IP version field. For IPv4, this field is assigned a
network, or leaves the network respectively. In our currefnstant value of 4, hence in an XOR packet, the field will
implementation, we do not allow clients to join a SoftRepeathave a value of o
network without going through the entire repeater iniati Once a packetZ is identified as an XOR packet, the
protocol. recipient of the packet must decode the packet to retrieze th
SoftRepeater uses a simple scheme to maintain a cliediernal data. The recipient then XORswith packets in its
existing TCP and UDP connections. A client that joins th&end buffer,5,, 5y, -- - to produce a set of potentially decoded
SoftRepeater network keeps its original IP address, and fPReKets,Dy, Dy, --- with D; = 5; & Z. If the SoftRepeater
repeater sends a gratuitous ARP to the AP with the clienfi§nerated the XOR packet using a particularS;, then D;
IP address. Therefore, when the AP receives a packet for thdndeed the original packet delivered, and confirmatiaat th
client, it sends it to the repeater instead. The repeatar the, , _ :
forwards it to the client. Note that when a client decides tg i canny o corains & mix of Iva and 1ove packets, the IFe
in coded packets will be either 0 or 2, both of whose valueuld be
leave the SoftRepeater network, it sends a gratuitous ARPut@xpected in raw IP packets.

Fig. 3. Steps of the Repeater Initiation Protocol.



this is the correct packet is obtained by verifying the clseck seamlessly, offering security similar to a SoftRepeatee-f
within the packet header db,. If Z was encoded using somenetwork. Pairwise-key MAC level encryption (such as with
otherS;, thenD; will (with very high probability) contain an WPA) is problematic for SoftRepeater without MAC-layer
invalid checksum? modification since the repeater would require access to the
If the repeater receives packets from only one node (eitHaay utilized by the AP and client to identify their packets fo
the AP or the client), then no coding opportunity is avaiabl repeating. End-to-end encryption methods such as IPSec are
In this case, the repeater simply forwards the packets dsin hecessary to enforce privacy in the SoftRepeater setting.
no-coding case. Greedy Stations: Bandwidth-greedy stations may try to
Note that our techniqgue has no additional transmissigame the repeater infrastructure. For instance, a node may
overhead: we do not add extra bytes in the packet headlerabout having a high transmission rate to the AP, or may
and do not require nodes to send additional control messagd®wose to drop packets from stations for which it has promnise
There are several alternate compromises that are neededottunction as a repeater. To address the first issue, we matte t
implement this technique. In particular: a greedy repeater attempting to obtain additional throughp
AP modification: The AP must be explicitly configured tofor itself must communicate with the AP at its permitted
decode received, coded packets. Note that the use of netwkate. Hence, a client can first observe the current trangmiss
coding is optional. The core SoftRepeater protodules not rate of a repeater to the AP to assess for itself the rate that
require any changes to the AP. the claimed repeater can access the AP. Both concerns can
Improved transmission: COPE increases the delivery ratealso be addressed in short order by having nodes verify that
of broadcasts by unicasting packets to a neighbor and havggmmunication transpires as promised, and otherwise loit t
other neighbors overhear the channel (assuming nodes ar&@ftRepeater connection.
promiscuous mode). We take a step further by addressing théMalicious Stations: SoftRepeater has no explicit defense
rate-range tradeoff of IEEE 802.11 [15], [14], such that wagainst stations that wish to jam other transmissions. How-
unicast packets at a data rate that ensures transmissite toever, SoftRepeater does not increase susceptibility tonjam
farthest destination. Any node closer to the sender hashehigattacks, and may in fact reduce susceptibility since thginei
likelihood of overhearing the packets. We find that our salerboring transmitters have a better signal strength.
increases the rate of delivery by 40% beyond that of COPE. A malicious station could lie about its rate to the AP and
Packet Format Limitations: Alternately formatted packets, “pretend” to send packets at a high rate to trick clientsei
such as ARP packets, that do not have easily-identifiatsien observe an AP’s response (or lack thereof) to this mali-
constant fields, cannot utilize this zero-overhead teahmigcious station. In any case, a client would identify the nialis
because coded packets are not easily identified. We therefeghavior in short order when its end-to-end throughput doul
do not apply our coding technique to these types of packe#pp beyond the expectation. It can subsequently bladkiest
and instead continue to transmit the raw packets. repeater (based on MAC address). A sophisticated attacker
Buffering: The AP and client must buffer their sent packeteould spoof MAC addresses at a high rate, confusing a client
to use as potential candidates to decode received, codé&d p&s to the identity of a valid repeater. Some type of trust or
ets. SoftRepeater uses each packet in at most one codewatdhentication mechanism would be required to obviate this
and uses the received packets in order, making it easy for geblem.
AP and client to determine which packets can be flushed from
any buffer they maintain solely for decoding purposes. In ou IV. EXPERIMENTAL RESULTS

current implementation, we maintain the buffered packsts a | this section, we evaluate the performance of the SoftRe-
a ring buffer, and garbage-collect packets from these miffg,eater system. We begin by demonstrating the benefits of usin

during a send or a receive operation. SoftRepeater with controlled experiments in a simple thtb
Then, we present several micro-benchmarks related to the
G. Security repeater initiation protocol and the benefits of using nektwo

. . L . coding as part of the SoftRepeater system. Finally, using
SoftRepeater is designed primarily for trusted envlror""""ensimulations, we investigate certain aspects of the pedooa

such as at-home and enterprise networks. As such, our - : .
. T . of SoftRepeater in more detail.

rent version does not explicitly address security loophole

in 802.11. Nonetheless, we touch briefly upon both the pros _ _

and cons of using SoftRepeater in an untrusted environmeft. Benefits of Using SoftRepeater

We discuss security from three perspectives: privacy,dyee We demonstrate the benefits of SoftRepeater using a simple

stations, and malicious stations. testbed that consists of two laptops, A and B (running Win-
Privacy: SoftRepeater does not enhance network privaayows XP), and one 802.11a AP. The testbed is set up on one

When no MAC-layer security or global-key MAC-layer sefloor of a typical office building, as shown in Figure 4. We

curity such as WEP is employed, SoftRepeater functiofiged the location of the AP and station A, and placed station B

at different locations. The locations we used are labeled!, X,

SUnder certain conditions, XORing a packet with IP headersonfsecutive T and Z. We placed the AP at location X, station A at location

packets gives the same checksum. To avoid these collisionsandomly . . . L .

assign an IP Id to packets, and preserve the same Id acrosplewi Y. Location of station B varies depending on the experiment.

fragments. For some of the experiments, A serves as the repeater for B,
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which becomes the client. The wireless network operates on
channel 36 (802.11a). When the repeater functionality is,use
the repeater network is also established on the same channel
The worst case time to switch between the two networks to o H
a network is around 50ms. In our experiments, we use Max- m 54
Min Fairness to determine whether to switch on SoftRepgater ABnearAP  AnearBfar  Anear Bfar
and the fractions of time spent on the primary and repeater (SoftRepeater)
networks if SoftRepeater is switched on (see Section III-CQig
RTS/CTS exchange was turned off for all experiments.

We study the impact of SoftRepeater on both UDP a%
i

N
o

W Node B, first near then far from AP
@ Node A, fixed near AP

B
o o

Throughput (in Mbps)

o o

. 6. Downlink TCP flows, with and without a SoftRepeater.

proximately 9 Mbps. We then move B to locatiof. TWith

TCP flows. The UDP traffic qonsists of 1400 byte. (payloa s, the throughputs of A and B drop significantly. When A
packets sent as fast as possible. The TCP traffic is gener

, ! i s into a repeater, it increases the TCP throughput df bot
using a variant of .TTCP .[34] for Windows. We enabled thﬁs If and B, and the overall network throughput goes up by
TCP windows scaling option and use asynchronous send aﬁ,ﬁ 7
receive with large send and receive buffers. We also set t

receive buffer to be 1 MB. All our throughput measurementisq networks is downlink flows, there is usually a smallfrac

are averaged over 10 runs. tion of uplink flows as well. We now show that SoftRepeater
We first evalua_te the _SoftRepeater architecture with bogfj, provides throughput improvement for uplink flows. We
uplink and downlink traffic. We then study the performancgerformed experiments for TCP as well as UDP flows and the
of SoftRepeater when a node helps multiple clients. performance in both of these scenarios was similar. We only
1) Downlink UDP Flows: In the first experiment, we present the UDP results here.
evaluate the throughput of downlink UDP flows from the AP e initiated UDP flows from stations A and B to a host on
to the stations with and without SoftRepeater. A sender tige wired network. The results are shown in Figure 7. When
connected to the AP via wired Ethernet. The sender sersisth stations are at location Y, they get approximately the
UDP flows to both A and B. We plot the throughput receivedame throughput. However, we see fluctuating data rates due
by both stations at different locations in Figure 5. The ®alu to collisions and auto-rate at the stations. When station B is
inside the bars denote the data rate of packets sent to eagved to location Z, the throughput of both A and B drops due
station. to the impact of rate anomaly. We see that the throughput of
Initially, both A and B are at location Y (see Figure 4)A is slightly higher than that of B. The reason is that staion
which is a conference room located 3 offices away from tlie closer to the AP, and its packets can sometimes be decoded
AP’s location, X. Both stations have a good connection to th® the AP even when they collide with packets sent by station
AP, and get approximately the same throughput. We then md®€capture effect). When station A functions as a repeater, th
station B to location Z, which reduces its connection gyalithroughputs of both stations increase and the overall mé&two
to the AP. The AP can only send packets at 6 or 9 Mbps to Biroughput is doubled.
and hence the throughput of the flow to B drops. Further, the4) Performance with Multiple Clientsin another experi-
throughput of the flow to A also drops significantly due to ratment, we studied the performance of SoftRepeater when it
anomaly. However, the throughput of both A and B goes uppeated traffic from two clients instead of one. We first @thc
if A turns itself into repeater for B. The results are shown ithree stations A, B, and C at location Y of Figure 4, and the
Figure 5. B gets better throughput because it receives pack&P was fixed at location X. We started downlink UDP flows
at a higher data rate from A, and A gets better throughpfitbm the AP to all the stations, and plot the throughput of
since it does not suffer from rate anomaly due to low data ragach of the flows in Figure 8. We then moved B and C to
packets. The overall network throughput nearly triples nvhdocation Z. We saw a significant decrease in throughput due
SoftRepeater is used. to rate anomaly. However, the throughput of all the stations
2) Downlink TCP Flows:We set up downlink TCP flows . _ _ '
from a wired host to the two wireless stations A and B. The We could not get a stable connection from B to the wired hostrw is

at location Z.

results are shown in Figure 6. When both A and B are atr|; qgition, we note that when A is used as a repeater, B was tabl

location Y of Figure 4, both of them get a throughput oéstablish a stable TCP connection from location Z as well.

es) Uplink Flows: Although the predominant traffic in wire-
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2 B Node B, first near AP then far optimization We compare our approach with a scheme that
220 Node A fixed near AP doe_s not use network coding, an(_j a sc_heme thgt uses network
S5 ' coding but does not use RSSI optimization [23] (i.e., it asis
= packets using the data rate for transmissions to the closer
5210 node). In Figure 9, the underlined numbers denote the link
3 s RESE 6/9 o layer delivery ratio of packet sent from A to B, and packets
F m from A to the AP respectively. The non-underlined numbers
A Bnear AP A near AP, B far A near AP, B far denote the end to end delivery ratio of the flow between B
(rate anomaly)  (SoftRepeater) and the AP, and between the AP and B, respectively.

Figure 9 shows that network coding scheme significantly

Fig. 7. Uplink UDP flows, with and without SoftRepeater. improves the network throughput and that RSSI optimization

20 7 is critical to achieve this improvement. Without RSSI opti-
mization, the coded packets are unicast at the data ratbdor t
15 | 54 LUNode C, first near AP then far closer node. Therefore, the receiver that is further awasnfr
W Node B, first near AP then far .
ENode A fixed near AP the repeater is unable to decode the packet. As a result we see

significantly uneven link layer delivery ratios (100% and/é4
for UDP and 100% and 95.8% for TCP) for the two receivers,
when RSSI optimization is not used. A drop in link layer
delivery ratio for one receiver significantly reduces netwo
throughput. In fact, for UDP experiments, network coding
without RSSI optimizationreducedthe network throughput

[&)]
I

48

Throughput (in Mbps)
=
o

A, B, C near AP Anear AP, B, C far ' Anear AP, B, Car by 20%, as opposed to a 30% increase in the case of network
(SoftRepeater) coding with RSSI optimization. For TCP traffic, we see that
Fig. 8. Downlink UDP flows when SoftRepeater serves two clients. network coding offers no improvement in performance withou
20 — B No coding RSSI optimization. With RSSI optimization, network coding
B Coding with RSS! optimization improves the performance by 15%.

(99.96%,99.96%) [1Coding without RSSI optimization

=
o)
I

B. Protocol Validation

SoftRepeater requires nodes to dynamically detect rate
anomaly, and initiate SoftRepeater on the fly. In this segctio
we validate the correctness of our system. We first show
the feasibility of mapping between RSSI and the data rate.
We then demonstrate the correctness of the Repeater Utility
Function and the Repeater Initiation Protocol using a célsef

uDP TcP controlled, simple traffic scenario. Finally, we validataro
Repeater Initiation Protocol, in five other scenarios.
Fig. 9. Throughput improvement due to network coding, and impa&3s| 1) Signal Strength vs Data RateThe Repeater Utility
optimization . . . . . .
function, described in Section 1lI-C, requires a mappirgrir
. d wh hich i | . d RSSI to the expected data rate. We now show that this mapping
:‘rc])(r:rt?g;eBV;ngnCAa(tV\llo:;titl)sna; cijcgtr:gn AY;:(z;terepaesaza:enp:z:rErfeaSible' We set up a sender at a fixed location on our floor,
triples the network throughput. nd mqved a receiver to 267 different Ioc'atlons.. Th'e sender
N . : transmitted a stream of packets to the receiver using isuttef

5) Fu_rther Improvement with Network Codmg@\rs dis- auto rate algorithm. At each location, we measured the RSSI
_cussed in Section III-F, we expect that network coding i_axrth of the received packets, and the data rates there were sent at
IMProves the performance of SoftRepeater.. To qu.a"‘“‘fy t%‘?we results are shown in Figure §0Note that a WiFi sender
improvement, we carry out experiments with bidirection etermines the transmission rate of the packets based on a

TCF.) ar'lAd.UDF; trafflc. 5‘ S bdefore', thg .AP .'z at Iolcathn X‘</ariety of factors such as loss rate, and the signal streoigth
station A Is at _ocat|on an sta_tlon Is either at oqat|0n ackets (such as ACKSs) that it has received from the receiver
(for TCP experiments) or at location Z (for UDP experiments

et, we see that there is a reasonable correlation between th

We initiate bidirectional TCP or UDP flows between B and thgi nal strength with which each packet waseivedand the

AP, |.e._A is the gncoder_, and the AP and B are the decode ta rate it wasent at In other words, the wireless channel
As discussed in Section Ill-F, we propose to address i€ s,mewhat (but not completely) symmetric. We use these
rate-range tradeoff by unicasting coded packets from t€peg, o, rements to build a table which predicts the most likely
A using the data rate that ensures pacI.<etS are reachabl%kﬁé rate given an RSSI value. Note that these numbers do not
the farthest node (i.e., either the AP or client B). The @sth |\ e 14 he exact. A repeater network is started only when the

node has the lowest RSSI, and the corresponding data ratg S cteq throughput (calculated from the likely data rige)
obtained from the RSSI measurements stored in the expecte

data rate table (see Section III-C). We call this heuriB8SI  8Note that multiple locations may give the same RSSI and datavedtes.
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Fig. 10. Correlation between RSSI and data rate. Fig. 11. AP sends full blast traffic to A, and sends bursts of packe® to

with a pause for 1 ms. MAX corresponds to back to back UDP packe
significantly higher than the current throughput. We not th
these measurements are supplementary to the ones presefgebnstrates the correctness of our rate anomaly detection
in [2], which showed the correlation between loss rate amdutine, and the calculation of the utility function. In thext
RSSI at a fixed data rate. As described in Section 11I-C, waection, we consider more complex traffic scenarios to atgid
can also use a more robust approach (e.g., [36]) to infer datar protocol.
rates. 3) Other traffic scenarios:We now validate the Repeater
2) A simple traffic scenarioWe now demonstrate that thelnitiation Protocol under five different scenarios. We fixe th
repeater functionality is initiated only when it benefitsttbo AP at location X, and place stations A and B at locations X,
the repeater and the client. As before, We place the AP “atand Z for different experiments. In all these scenarios, we
location X, station A at location Y, and station B at locatiomnitiate UDP traffic from a host that is connected to the AP
Z. We know from previous experiments, that rate anomafyer Ethernet.
will exist in this situation. However, if B is not sending or Here, we assume that a station starts the repeater network
receiving significant traffic, there is no need for A to offeet only if the following conditions are satisfied. (1) The netkwo
SoftRepeater functionality. is heavy loaded when the percentage of busy airtime consumed
To illustrate this, we start a full blast UDP transfer from &y data packets is over a pre-set threshold (50%) (2) A
wired host connected to the AP to A. Another flow is startethte anomaly scenario in which the ratio of packets sent to
from the wired host to B. We send packets to B in bursts, witfifferent stations (i.e., Packet Ratio denoted in Tablesl) i
a 1 ms pause between bursts. disproportionate to their corresponding data rate rati@ W
Figure 11 plots the throughput of flows to A and B upomse 1/2 as the threshold. (3) The potential repeater observe
changing the number of packets that are sent to B in each buéststrong signal strength £ 26) from the client. A signal
MAX in the figure corresponds to back to back UDP packeggrength of 26 corresponds to an expected data rate of 36 Mbps
to B with no pause. Each UDP packet in our experiments fikom our measurements. (4) For the repeater, the expected
1400 bytes long. throughput from using the repeater network is higher than it
We first carried out the experiment when A never becomeserrent throughput. (5) For the client, the expected thinpug
SoftRepeater. The throughputs of A and B are shown by sofi@m using the repeater network is higher than its current
lines in Figure 11. Next, we repeated the experiment whéaroughput.
we forcibly turn A into a repeater and B into a client. The We now describe each scenario that we tested against. The
throughput of the two stations with SoftRepeater turnedsontiesults are summarized in in Table I.
shown by dashed lines in Figure 11. Healthy Network: We place the AP and stations A and B
We see that starting a repeater at A will hurt its performane location X. We send full blast UDP traffic to both A and B.
if B is not receiving enough traffic. Turning on repeater funclraffic in both connections are sent at 54 Mbps. Both A and
tionality benefits A only when the throughput it gets with th& receive a high throughput of around 12 Mbps. There is no
repeater functionality turned on is higher than the thrgqugh rate anomaly in this scenario, and so the repeater network is
it gets with the functionality turned off. This happens wtgn not started.
starts receiving more than 3 packets in each burst. Simpilarl No Congestion:We place the AP at location X, station A at
it is not in B’s interest to join a repeater network until iags location Y and station B at location Z. We send UDP traffic at
to receive more than 4 packets per burst. 1.2 Mbps to A and 0.6 Mbps to B. In this scenario, A observes
Finally we repeated the experiment once again, and allowtt the network is busy transmitting data packets 12% of the
A to become a repeater when it saw benefits. Our systdmme, which is less than the 50% threshold. Therefore, the
correctly detected that A should become a repeater only wh@peater network is not started.
B was sending more than 3 packets in a burst. For this caseRate Anomaly: We place the AP at location X, station A at
A calculated its expected throughput would be 5.5 Mbps, lidcation Y and station B at location Z. We send full blast UDP
it turned on the repeater functionality. Further, the répea traffic to both A and B. A receives packets at 54 Mbps, while
network was started (i.e. B joined it) only when B starte® receives packets at 6 Mbps. The throughputs of both A and
receiving more than 4 packets in a burst. This experimeBtare approximately 2 Mbps. This is a typical rate anomaly
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Scenario Station A's observations Throughput at A Throughput at B
Busy [ Packet] Rate | RSSI | Measured| Measured| Measured Measured

Airtime | Ratio | Ratio | from B | without with without with
Repeater| Repeater| Repeater Repeater
(Mbps) (Mbps) (Mbps) (Mbps)
Healthy Network| 44% 1 1 79 12.0 11.9
No Congestion 12% 67 1.2 0.6
Rate Anomaly 87% 0.48 9 35 2.4 3.24 1.9 3.22
No SoftRepeater] 88% 0.6 9 12 3.0 3.1
Complex Setting| 85% 0.28 9 29 0.6 0.6 0.8 3.88 (4 for C)
TABLE |

Results of the Repeater Initiation Protocol for 5 scenarigtation A is the potential repeater. Packet Ratio is théoraf the number of packets sent to the
high rate station divided by the number of packets sent tddherate station, and Rate Ratio is the ratio of the data rased by the high rate station to
the data rate used by the low rate station. Our protocol tuonsSoftRepeater at station A for the third and fifth scenarios

scenario, and all conditions for initiating a SoftRepeatss UDP flows. We also showed that using network coding with
satisfied: the percentage of busy airtime (87%)60%; and SoftRepeater further improves the overall throughput.
the utility function indicates that there is value in stagti
the repeater functionality. Note A indeed started a repea : :
network, and A's and B’s throughput increased to 3.24 Mpr;' S|mglat|on Results -
and 3.22 Mbps, respectively. Certain aspects of the SoftRepeater protocol are difficult
No Available SoftRepeater: We place the AP and A at to evaluate using a testbed. For example, we cannot easily
location X, and B at location Z. We send full blast uppchange the switching overhead in our implementation. For
traffic to both A and B. The AP uses transmission rate §HUCh cases, we turn to simulations. Simulations also alloteu
6Mbps while sending to B and 54Mbps when sending to A:_valuate the protocol on larger networks. Tp this end, we hav
The UDP throughput to both A and B is about 3 Mbps. StatigAtPlemented the SoftRepeater protocol using Qualnet [80].
A recognizes that this is a rate anomaly scenario. Howev&fdition to the protocol, we also built a simple model of iado
the observed RSSI from B is 12, which is less than o§ignal propagation that mimics the testbed environmend use
Therefore, A is not in a good position to help B, and thior exp_eriments repqrtgd_ earlier. Qu.r simulations wiI_ILfecon
repeater network is not started. This happens because ANg objective of maximizing the minimum (see Section I11-C)
too close to the AP (rather than being midway between thel) Impact of switching overheadwe simulate an indoor
AP and B, as in the previous scenario), and B is likely tgfficé environment, similar to one shown in Figure 4. The AP
get the same poor performance from talking to A as that/f located in one of the ofncgs, station A is Iocateq 3 offices
is getting from talking to the AP. To verify this, we manually2vay from the AP, and station B is located 9 offices away
started the repeater network. With the repeater switched &M the AP. A sender connected to the AP via a wired link
B’s throughput dropped from 3.1 Mbps to 2.1 Mbps. sgnds Tce traffic to the two stations as fast as it can. The
Complex Setting: We introduce another station C. We placdViréd link has a bandwidth of 100Mbps, and a delay of 50ms.
both C and AP at location X, A at location Y and B at location When station A does not act as a repeater, both A and B
Z. We send full blast UDP traffic to both B and C, and smalfceive a throughput of 3.9Mbps (the baseline case). Next, w
amount of traffic (0.6 Mbps) to A. AP sends packets to B at§rce A to always act as a repeater for B (which becomes
Mbps, to C at 54 Mbps and both B and C achieve 0.8 Mbjge client). We assume a switching cycle of 200ms and vary
throughput. A's moderate bandwidth requirement is satisfighe switching overhead from 2ms to 50ms. Figure 12 shows
However, A is the only one that is in a good location to help B€ improvement in throughput over the baseline case for
A observes strong RSSI (29) from B; and the utility functioarious switching overheads. We see that repeater furatiypn
indicates that the repeater should be started. After theatep IMmproves performance until the switching overhead exceeds
network is started, A's throughput stays at 0.6 Mbps (sini | 40% of the switching cycle.
not bottlenecked) while B's throughput improves to 3.88 bp 2) Effectiveness of Repeater Initiation Protocie now
and C’s throughput improves to 4.0 Mbps. In summary, aftévaluate the effectiveness of the repeater initiation qualt

A becomes a repeater, it significantly improves the throughpsuch that it turns on the repeater functionality only wheereh
of other clients around it. is throughput improvement. The AP is placed in office O,

station B is placed 9 offices away, and station A is moved

from office 0 to office 9. A wired host attached to the AP

C. Summary sends UDP traffic to both A and B as fast as it can. The
The experiments in this section show that using SoftRewitch cycle is 200ms, and switching overhead is set to 4ms.
peater increases the throughput of the repeater as wellthe ofWe consider two cases: (a) both A and B are running the

client(s) being helped. This increases the overall thrpugh repeater initiation protocol, and (b) A is forced to be the
of the system. We have shown that SoftRepeater works riepeater for B. Figure 13 shows the throughput improvement
many different traffic scenarios, with multiple clients,tvi over the baseline case where no SoftRepeater is used. In
both uplink and downlink traffic, and benefits TCP as well amost cases, the repeater functionality should be turned on.
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Fig. 12. Impact of switching overhead on TCP
throughput.
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However, when A is in office 0 and office 9, turning on the
repeater can introduce throughput loss. The repeateatioiti
protocol correctly detects this, and does not turn on the
repeater functionality in those cases.

3) Larger networks:In our evaluation of the SoftRepeater
protocol so far, we have focused on scenarios involving two
or three stations. We now consider larger networks. 0

The first scenario we consider is as follows. The AP is
located in one of the offices. Station A is located 3 officesyawa
from the AP. Station B is located 9 offices away. A number &f9- -
interfering nodes (see the multi-node analysis in Seclie@)
are located 5 offices away. A UDP sender attached to tRe Figure 14 shows that the improvement over the baseline
AP sends downlink traffic to all stations as fast as possibf@roughput is at least 55%. We note that this is the best-case
We consider three scenarios. First, no repeater functtgrial Scenario that requires coordination among the repeatees. W
used. Second, station A is always forced to be a repeaterdf§ currently developing a repeater coordination protéeol
serve station B (which becomes the client). Third, we run tiiBis purpose.
repeater initiation protocol and let it decide whether tmtu We next consider the case when a single repeater serves
the repeater functionality on. multiple clients. We place station A 3 offices away from the

AP, and N clients 9 offices away. As before, we consider

40

Throughput gain (in %)

20

1 2 3 4 5 6 7 8 9 10
# of clients

Improvement in throughput with multiple clients.

No repeater| Repeater ON | Protocol (MaxMin) the UDP sender. We establish the baseline by measuring the
# o(tjher A('j' L\‘%Ldgs Otzer L\I?&dgs Otl;er throughput without the repeater. Then, we run the repeater
noo es nfsgs s noces s noces initiation protocol, which will have station A as the repeat
2 3.27 250 | 787 | 327 3.27 serve all theN clients. Figgre 15 shows that the improvement
4 2.56 150 | 470 | 256 2.56 over baseline throughput is more than 65%.
6 2.09 1.08 3.34 2.09 2.09
TABLE II V. DISCUSSION
AVERAGE THROUGHPUT(IN MBPS) IN THE PRESENCE OF INTERFERING
NODES (DENOTED BY " OTHER" NODES HERE). SoftRepeater works best when all stations cooperate and

follow the Repeater Initiation Protocol. Stations thatussf
Table Il shows the results. Our analysis in Section -Gy cooperate reduce the overall possible §aBtations may
shows that in presence of several competing nodes, turminggmply be inherently uncooperative, or on another (cormggti
the repeater functionality brings little benefit to eithiee tlient network. Let us explore these factors in three scenarios:
or the repeater. Thus, when the Max-Min Faimess objectivegnterprise: We expect SoftRepeater to be the most useful in
is used, the repeater functionality is generally not turned enterprise wireless networks. Trust, and therefore caujoer,
in presence of competing nodes, as confirmed in Table II. Qfong employees can be enforced by the IT administrators.
the other hand, we see that the total throughput does impraygce enterprise networks usually span a reasonably laege a
if the repeater functionality is turned on. We have verifiedtt ,nst stations in a region will be connected to the same veisele
if we are to maximize the total throughput, the protocol dogsstwork.
switch on the repeater functionality. _ _ Home: We expect people in the same residence to trust one
In the previous scenario, a large number of stations diflyiher and therefore cooperate. However, if there is alyoor
not participate in the repeater networks. We now consideng forming station on a neighboring wireless network on the
different case. We plac#/ repeaters three offices away fromsgme frequency channel, the SoftRepeater approach may not
the AP, andNV other clients 9 offices away. We consider thgq\ide significant gains. Obviously, the right solutiom fois
UDP sender, as before. We establish the baseline by MeasUffyblem is for the AP to switch to another channel.
throughput without any repeater functionality. Next, wentu
on the repeater functionality, but ensure that each of the’Although the Repeater Initiation Protocol will not staretBoftRepeater
N far nodes is associated with a distinct repeater in offidgahere is no throughput gain.
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Hotspots: We expect people to be wary of sending packets VII. CONCLUSION

through an untrusted Users laptop. Howevef* a number OfWe have presented a new approach, called SoftRepeater, to
hotspot_s S“”_h"?“_’e an open wireless network without an_?"ayalleviate the rate anomaly problem in IEEE 802.11 WLANS.
2 S.;.C“”tyhp“m'F“’ﬁS- lSmcl:)e us_iellrs are not dSett;ztr;ed by pmﬂenAs part of the SoftRepeater design, we also propose new algo-
sniffing, they might aiso be willing to use SoftRepeater. éithms to determine the presence of rate anomaly, a mechanis

SoftRepeater can also dynamically extend the range o dt dynamically starting a repeater network without bregki

wireless network, which would be useful in large homeg;sing connections, and a new low-overhead network epdin
where people currently use more costly commercially albgla approach. Our scheme does not require any changes to the

hardware repeaters. 802.11 MAC, and works over commercially available wireless

cards. We have implemented SoftRepeater on Windows XP
VI. RELATED WORK and our evaluations show that SoftRepeater can improve the

In [19], the rate anomaly problem in 802.11b WLANSs Wagotal network throughput by up to 200% in some of the

first exposed and analyzed. Our experimental results Conﬁﬁ%enarios that we explored. _
this problem for 802.11a WLANS. We are exploring ways to improve the performance of

Various solutions to the rate anomaly problem sugge§9f|t\z.e|:peater' First, lto _reduc;]a t2e SW't.Ch'Tg ovetrht_ead [;fv\./'
changing the MAC to be “time-fair” rather than the currenELla "1, We are exploring a hardware implementation oF vir
tualWiFi with Atheros chipsets, whose newer versions allow

“packet-fair” scheme that is used in practice [20], [29]dan", o X
therefore require a new MAC and would not interoperate Witﬂmultaneoqs associations to ml.".t'ple BSS.IDS [4]. Secored,
e enhancing the Repeater Utility Function to address more

the defacto standard 802.11 deployed in conventional LANE _ . -
plex traffic models, power consumption, and mobility

Furthermore, unlike SoftRepeater, the above ideas have M . . )
been demonstrated on top of real systems. of the repeater and the clients. Third, we are exploring an

In contrast to SoftRepeater, other practical squtionshsualtemat'Ve architecture in which some nodes have multiple

as [32], [16] require changes to the AP. Another drawback iFi radios, and are the_refore more likely cgndidates to
prior work is that they further degrade the performance ef t Oecome a SoftRepeater. Finally, we are developing a prbtoco

low-rate stations, such that the incentive to affect thengea r repe_aters to coordinate their actions to improve their
is not global among stations, as is the case for SoftRepeat%ﬁ’mUI"’mVe performance.
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