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WS-DREAM: A Distributed Reliability Assessment Mechanismfor
Web Services

Abstract

Redundancy-based fault tolerance strategies are propéseduilding reliable Service-Oriented Applications
(SOA), which can be developed on the unpredictable remolteséfeices. This paper proposes and implements
a distributed reliability assessment mechanism for Webices, named WS-DREAM. Based on this mechanism,
we provide a systematic comparison of various replicatisategies by theoretical formula and real-world ex-
periments. Moreover, a user-participated strategy s@eacalgorithm is proposed and verified. Experiments are
conducted to illustrate the advantage of this mechanisnthése experiments, users from six different locations
all over the world perform evaluation of Web services disttéd in six countries. Over 1,000,000 test cases are

executed in a collaborative manner and detailed resultsadse provided.
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Chapter 1

Introduction

1.1 Introduction

Web services are self-contained, self-describing, anselyecoupled computational components designed to
support Machine to Machine interaction via networks, idatg the Internet. They are widely employed to im-
plement the increasingly popular Service-Oriented Agthiires/Applications (SOA). Because the reliability and
effectiveness of remote Web services are unclear, and tfampance of Internet is also unpredictable, it is diffi-
cult to guarantee the performance (e.g., response latiilcye-rate, stability and so on) of these service-ogdnt
applications, which are developed on Web services.

WS-ReliableMessaging [1] is a Web service specificationgthesl to allows messages to be delivered reliably
between distributed applications. However, it can onlyrgneee communication reliability. Problems, such as
unavailability of remote Web service (server crash doweyload, network disconnect, and so on), and poor per-
formance (long latency, unstable, high failure-rate, amdrg), are remain unsolve. A number of application/Web
service level redundancy-based fault tolerance stragdgiee been proposed in the recent literature for estafdjshi
trustworthy and reliable service-oriented applicatidhs3] 4, 5]. These strategies use Web services with similar or
identical interfaces as redundant replicas for fault tslee and performance improvement purpose. There are two
commonly used replication strategies: passive replinatiod active replication [6]. Passive replication, which
employs a primary replica to process the request first arakas/backup replicas only when the primary replica
fails, has been employed in FT-SOAP [7] and FT-CORBA [8]. igetreplication, which invokes all replicas in
parallel and employs the first properly returned respongbeainal outcome, has been employed in FTWeb [9],
Thema [10], WS-Replication [11] and in work [12]. Also, anvdrsion model is involved in WS-FTM [13] for
Web services. Design diversity and voting are employed wGiid [14] and in work [15] to tolerant faults.

It is a challenge for application developers to select oatdptimal replication strategy, which requires per-

formance information of the target replicas and good kndg#eon various available replication strategies. A



number of investigations are focus on individual Web senagaluation [16, 17, 18, 19, 20, 21], however, the

investigations on replication strategies evaluation aaelcsion is still limited.
1.2 Contributions

Assuming that the developers have obtained several apgt®peplicas manually or using approaches proposed
in [6, 31], this paper proposes a distributed assessmerttanesen for suggesting an optimal replication strategy

for service users. The contribution of this paper includes:

e Design and implement a distributed reliability assessnmeathanism for Web services and replication

strategies.

e Provide a systematic introduction of various replicatitnategies, and propose a replication strategy selec-

tion algorithm.

e Comprehensive real-world experiments are conducted, evimere than 1,000,000 test cases are executed

by users in six locations all over the world on target Web isesslocated in six countries.

1.3 Organization

This paper is organized as follows: Chapter 2 proposes @dlditdd reliability assessment mechanism for Web
services. Chapter 3 introduces various replication gi@ée Chapter 4 provides an optimal strategy selection
algorithm. Chapter 5 implements a prototype of our assassmechanism. Chapter 6 presents experimental

results, and Chapter 7 concludes the report.



Chapter 2

A Distributed Assessment Mechanism

When conducting replication strategies evaluation anectieh, there are several challenges to be solved:

e Evaluation location: The service-oriented applications are usually distrithiaeound different locations
after being deployed, and the network conditions of thesations are different from each other. Therefore,

conducting evaluation on the target Web services from uariocations is necessary.

e Evaluation accuracy: To conduct accurate Web services and replication stratemialuation, the service
users need to have professional knowledge on various ad¢iplicstrategies, test case generation [22], test

result analysis and so on. Unfortunately, few service usenst these requirements.

e Evaluation efficiency: It is time-consuming for service users to conduct evaluatiemselves, which will
entail studying various available strategies, designisg tases, implementing evaluation mechanisms and

conducting evaluation in various locations. More efficiapproaches are required.

Taking the viewpoint of service users where the remote Weliceeis treated as a black box without any in-
ternal design or implementation information, this secpooposes a distributed Web service/replication religbili
assessment mechanism to address the above challengesmddiianism, which have also been introduced in
[23], employs the concept of user-collaboration, whichd@sdributed to the recent success of BitTorrent [24] and
Wikipedia [25]. In this mechanism, users in different gexgairical locations help each other to conduct evaluation
of individual Web services or replication strategies unithercoordination of a centralized server. Historical test
cases and evaluation results are saved in a data centertloerfuise (e.g. performance prediction, evaluation
efficiency and accuracy improvement). As shown in Fig.2.5-DREAM includes a centralized server with a

number of distributed clients. The overall process can Ipdagxed as follows.

1) Evaluation registration: Users submit evaluation requests with related informasagch as the target Web

service addresses, particular test cases, preferredagpii strategies, and so on, to the server.

3
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Figure 2.1. Architecture of WS-DREAM

2) Client-side application loading: A client-side evaluation application is loaded and exetuethe user’s

computer.

3) Test case generation:The TestCase Generatdn the server automatically creates test cases based on
the interface of the target Web Service (WSDL file). Usertdbated test cases as well as accumulated
historical test cases are retrieved from the database skttver. Fault injection techniques [22, 26, 27] are
employed to create various fault-trigger test cases intaadio normal test cases. Two types of test cases
are created: single test cases for individual Web servicioimeance evaluation, and multiple test cases,

which contain several test cases and a running rule, for tialekance replication strategy evaluation.

4) Test coordination: The Test Coodinatoschedules testing tasks based on the number of currentarsers

test cases.
5) Test cases dispatchDistributed client-side evaluation applications gets$ teses from the server.

6) Test cases execution:Distributed client-side evaluation applications execiggting on the target Web

services.

7) Test result collection: The test result is sent back to the server. Then steps 5, 6 ardrépeated to execute

more test cases.



8) Test cases analysisAfter the test is completed, the server engagdestResult Analyzdo process the
collected data. Moreover, historical evaluation datatirgeto the target Web services are obtained from the

database for efficiency and accuracy improvement. Thelddtavaluation result is sent to the user.

The challenges shown above can be addressed by WS-DREAMyvVBhation duration is greatly shortened by
employing historical evaluation result of the same targeb\gervice. The challenge of conducting evaluation from
various locations under different network condition caralddressed by conducting evaluation in a collaborative
manner. The quality of test cases is greatly improved, sisees can contribute individually-designed test cases
to supplement the test cases generated automatically bgviieation server. Therefore, those users who plan
to assess the same Web service benefit from the intelligeéneach other (due to their individual design of test
cases). They also benefit from the cumulated intelligeng&iof users who have performed the Web evaluation
before. Finally, the evaluation efficiency is also greathproved, because in contrast to design and implement the
evaluation mechanism all by themselves, it is much moreieffito employ the WS-DREAM as proposed in this
paper, which can be implemented and launched by a thirg-pafith WS-DREAM, it is much easier for users to

conduct accurate and efficient evaluation of individual \Wetyice or replication strategies.



Chapter 3

Replication Strategies

Dependability is a major issue when applying Web servicesitizal domains, such as government management
systems, commercial trading systems and so on. Nowadagie #re a number of identical or similar Web
services available in the Internet, making redundancgddault tolerance strategies [28] a natural choice for
building reliable service-oriented applications out ofeliable remote Web services. There are two types of
redundancy: time redundancy (repetition of computationa@nmunication), and space redundancy (replication
of hardware or software) [29]. Only time redundancy andveafé redundancy will be discussed in this paper;
hardware redundancy is outside our scope.

Time redundancy is based on using extra execution time &vatd faults. Retry, which employs time re-
dundancy, is a commonly used strategy for reliability inyerment. AlthoughRetry can be employed to mask
temporal faults, it will increase response time and canoietate permanent faults. Therefore, space redundancy
is also needed to provide better reliability performance.

Space redundancy is based on using extra resources, suchndagte or software, to mask faults. There
are two types of software redundancy: active replicatiod passive replication [30]. Active replication, such
as N-Version Programming\V P), is performed by invoking all replicas at the same time tocpss the same
request. There are two ways to determine the final resulting and without voting[6]. Majority voting is
usually employed to mask logical faults by design diversityraditional fault tolerance techniques. Théhout
voting approach involves the first properly returned response @girlal outcome. It is usually employed to
mask network communication faults and rem8t&rvice Unavailabldaults. Active replication is computing and
networking resource consuming.

On the other hand, passive replication, through means suahexovery blockR B), invokes a primary replica
to process the request first. Standby replicas will be indakady when the primary replica fails. In an erroneous
environment, the response time of the passive replicati@tegy is large, since different replicas are invoked

sequentially. Also, performance overheads will be inadasy the failure-detection, failure-handling and system



Table 3.1. Combination of Replication Strategies

NVP Retry RB
NVP || 1.NVP 4.NVP+Retry| 6.NVP+RB
Retry || 5.Retry+NVP| 2.Retry 8.Retry+RB
RB 7.RB+NVP 9.RB+Retry | 3.RB

reconfiguration actions employed by passive replication.
As shown in Table 3.1, combining the three basic replicasivategies: time redundanciRtry), active repli-
cation (VV P) and passive replicationRB), will generate more complex replication strategies. Tieoty and

explanation of these replication strategies are as follows

If Fail

5) Retry+NVP
AL |erai] B1 -~
A:Z ierain B2 |--
|

A.v M Bv %-

7) RB+NVP

8) Retry+RB 9) RB+Retry

Figure 3.1. Replication Strategies

1) NVP: NV P invokes all then replicas in parallel. Because most failures of Web servarescaused by
network communication faults or server unavailabilliyjthout votingis employed to determine the final
result. The system reliability-§ and mission timet] of this strategy are shown in Eq. (3.1) below, where
is the number of all replicad,. is a set of Round-Trip Times (RTT) of the properly returnest tases, and
Ty is a set of Round-Trip Times of the failed test cases. Whetesllcases are failedI{| = 0), the max

RTT value of the failed test cases is employed as the oversdliom time, sinceVV P does not know itself



fail until all test cases return.

T = {t1, . tn} =T.N Ty (3.1)

i min{7.} : |T.| > 0
1=1

r=1—|[(1-r)t=
H max{Ts}: |Tc| =0

2) Retry: Time redundancy is employed in retry. The same Web servittdwiiried for a certain number of

times if it fails. m is the retried times.

r=1—(1—-r)™, t:Zti(l—rl)i_l; (3.2)
i=1
3) RB: In this strategy, another standby Web service will be trisgugntially if the original Web service fails.

m 1S the recovered times.

m m i—1

r:l—H(l—ri); t:th’H(l—Tk) (3.3)

=1 i=1 k=1
4) NVP+Retry: As shown in Fig. 3.1, only best performing replicas among all theeplicas are employed.

The wholeNV P will be re-executed if failsm is the retried times.

r=1-— ( (1 — Ti))m;t = ti( (1 — T'j))i_l;ti = . . 3 (34)
H Z H max{T}} : |T¢| =0

v mo min{7}} : [T} > 0
i=1 i=1 j=1

5) Retry+NVP: As shown in Fig. 3.1, only best performing replicas among all theeplicas are employed.

The replicas in the NVP will be retried individually if thewif.

T:l—H(l—T’Z)m7t: ,tl GT:ZtU(l—T‘Z)j_l, (35)

v min{7.} : |T.| > 0 Ui
i=1 max{T}:|Tc| =0 =

6) NVP+RB: As shown in Fig. 3.1, another NVP employing the secondargplicas will be tried if the first

NVP fails. m is the retried times.

mo v mooil v min{7?} : [T¢] >0
Tzl—HH(l—n‘j);t:ZtiHH(l—?“kj);ti: . ‘ ‘ N (36)
=1 j=1 =1 k=1j=1 max{T}} : |T;| =0

7) RB+NVP: As shown in Fig. 3.1, a replica in th&'l/ P will try another standby replica sequentially if it

fails. m is the retried times, andis the number of replicas in th&V P



vom min{7.}: |T.| > 0 m i
r=1-J]JJQ = ry);t= oo stie T=) ty [[(1—ra);  (3.7)
iS1iet max{Ty} : |Tc| =0 =1 k=1

8) Retry+RB: A replica will retry itself first form times. Then another standby replica will be executed. Only

u best performing replicas are employed among alkilmeplicas.

u u

m i—1
r=1-[[a=r)™t=> (Q_t:(1—r ) LA —r)™); (3.8)
j=1 k=1

=1 i=1
9) RB+Retry: A replica will try another standby replica first if it fails. fer trying v replicas without success,

the whole RB process will be retriedh is the retried times.

u m u

Jj—1 u
r=1—([a—=r))™t=>(Q_t; [T —re)(TJ =) ); (3.9
j=1 k=1

i=1 i=1 j=1

These replication strategies can be divided into threestggeollows:

1) Parallel (Strategy 1): Parallel strategies invoke all standby replicas at the simmand employ the first
properly returned response as the final result. They can lpdoged to obtain good response time per-
formance. However, they consume a considerable amountnopeting and networking resources. Also,
opening too many network connections at the same time malytteaetwork jam-up at the client-side,

especially when the communication data size is large.

2) Sequential (Strategies 2, 3, 8 and 9)Sequential strategies empldyetry or RB to mask faults. The
standby replicas are invoked one by one. Sequential skeategnsume fewer resources, but suffer from

bad response time performance in erroneous environments.

3) Hybrid (Strategies 4, 5, 6 and 7):Hybrid strategies combine both sequential and parallalcgmhes. They
only invoke a handful of best performing replicas at the séime, and if these primary replicas faRetry
or RB will be employed to mask faults. This approach consumesrfegsources than parallel strategies

and has better response time performance than sequerdiabgts.



Chapter 4

Replication Strategy Selection

Optimal replication strategies for service-oriented aggpions vary from case to case, which are influenced not
only by objective replica performance, but also by subjectierformance requirement of service users (applica-
tion developers). For example, developers of latencyiemapplications may prefer parallel strategies to abtai
better response time performance, while developers oliresaconstrained applications may prefer sequential
strategies for better resource conservation. In this@echiased on both objective replica performance and sub-
jective user requirements, we propose an algorithm foiaafbn strategy selection.

The following defines some notations.

{ws}_,: a set of ranked Web service replicas.

t;: the average Round-Trip Time (RTT) ofs;.

fi: the failure-rate ofus;.

s;. the overall performance afs;.

tuser : the response time requirement provided by users.

fuser : the failure-rate requirement provided by users.

a: the performance threshold for replicas.

b: the performance degrade threshold for replicas.

c. the failure threshold for replicas.

The subjective user requirements are obtained by requinegser to provide two values; ;.- and f,ser. tuser
represent the user requirement on response time improvarhercreasing one parallel replica. It is designed to
facilitate the user to make a tradeoff between the respams&eperformance and resource consumifg,, with
small value means response time performance is regardedrasiesirable than resource conservation. Such kind
of users are more likely to call more replicas in parallelbtain better response time performance, although more
resource will be consumed, .- represents the user requirement on failure-rate of thecapioln.

All the target Web service replicaavs; }_; are ranked by their performancg, wherews; is the best per-

10



forming replica (smallest; value). The performance of a particular target Web seryjcean be obtained by

calculatings; = —— + =~—. The underlying consideration is that performance of ai response time is
lculat i+ £l The underl derat that perf f aiqaer t

related to user requirement. For example, 200is a large latency for the latency-sensitive applicatiovisje it

is neglectable for non-latency-sensitive applicationg.uBing wheret, s represents the user requirement

t;
tuse'r‘ ’
on response time, we can have a better representation oé¢perrse time performance for various users with
different requirements. Failure rate is similarly consaie

By finding out the optimal parallel replica numherthe optimal strategy type can be determined&guential
(v =1), Hybrid (1 < v < n) and Parallel (v = n). The value ofv can be obtained by solving the following

optimization problem:
Problem 1: Given:
e A set of target Web service replicgss; }7- ,, which are ranked by the performance.

e The overall response time performance of employing thedfi(dt < = < n) replicas in parallel 7 (z),
which is obtained by (z) =  x °7_, (i, ), wheret(i, z) is the response time of th€" test case by
employinge parallel replicas, andy is the number of test cases.

e User's subjective expectation on response time improvehyeimcreasing one parallel replica, se;.

Maximize: z, the number of parallel replicas.

Subject to:

o |7(x)—T(x—1)| > tuser-

If v = 1, sequential strategies (Strategies 2, 3, 8 and 9) will bectsd. To determine the optimal sequential
strategy, the poor performing replicas, which may greatfiuence the response time performance of sequential
strategies, will be excluded. A set of good performanceicapll” will be selected out by using = {ws;|s; <
a&&1 < i < n}, wherea is the replica performance threshold. WH&#| = 0 (no replica meet the performance
requirement), the user needs to include other good penmigrmeplicas or reduce the performance threshold
When|W| = 1, Strategy 2 Retry) is employed, since all other strategies need space redurgfaicas. When
|W| = n, Strategy 3 RB) is employed. Otherwise, Strategy Bdtry + RB) and Strategy 9RB + Retry) are
optimal. p1, which is the performance degradation betweah andws, obtained byp; = s5 — s1, is employed
to find out the optimal strategy between Strategies 8 and ®rthe performance degradation is large £ b),
retrying thews; first is more likely to obtain better performance (Strate@yh@&n invoking the secondary backup
replica (Strategy 9).

If 1 < v < n, hybrid strategies will be selectegh,, obtained byp, = %Z%’:ﬂswv — s), represents the
performance difference between the primamgplicas and the secondaryeplicas. If the performance difference

is large o > b), retrying the original parallel block first is more likelg bbtain better performance (Strategies 4

11



and 5) than invoking the secondarpackup replicas (Strategies 6 and i73.is the failure frequency of the first

replicas, which can be calculated by = % > ¢ fi- Inerroneous environmenp{ > c), performance of Strategy

4 and Strategy 6 is not good, because they need to wait foeg@ltas to fail before retrying/recovering, making

the response time longer. Therefore, Strategies 5 and éread.

If v = n, Strategy 1 V'V P), which invokes all the target replicas in parallel, will selected to obtain better

response time performance. Figure 4.1 shows the stratéggtise procedure. First, the sequential, hybrid, and

parallel types are selected based on the values dhen, the detailed strategy will be determined based on the

value of|W|, p1, p2 andps. Values ofa, b, ¢ and verifications of this algorithm will be presented in &&t6.3.

(R1):
(R2):
(R3):
(R4):
(Rb):
(R6):
(R7):
(R8):
(R9):

9 8 6 7 4 5

Figure 4.1. Replication Strategy Selection Tree

if v=1&& |W| = 1= Strategy 2.

if v=1&&1 < |[W| < n&&p; < b = Strategy 9.
if v=1&&1 < |W| < n&&p; > b = Strategy 8.
if v=1&& |W| = n = Strategy 3.

if 1 <v<n&&ps < b&& P < ¢ = Strategy 6.
if 1 <v<n&&ps < b&&P3 > ¢ = Strategy 7.
if 1 <ov<n&&py > b&&P; < ¢ = Strategy 4.
if 1 <v<n&&ps > b&&P3 > c = Strategy 5.
if v =n = Strategy 1.

12



Chapter 5

Implementation

To illustrate the distributed assessment mechanism dasigrSection 2, as well as the strategy selection algorithm
proposed in Section 4, a prototype [34] is implemented udiaga. To provide a convenient way for users to
conduct testing seamlessly, the client-side evaluatigicgiion is realized as a signddva Appletwhich can be
run and updated automatically by users’ Internet browddre.server-side includes &TTP Web sitérunning on

an Apache HTTP Server), estCaseGenerat¢dava project), destCoodinatofJava Servlet running on Tomcat
6.0), and a data center for recording results and test cA$@SQL).

To provide meaningful illustration of WS-DREAM, more thar0Q0,000 test cases are executed by users in
six locations (CMU@US, CUHK@HK, NTU@SG, SYSU@CN, NTHU@TWIsESUT@AU) all over the world
under various network conditions to eight target Web sesriocated in six countries (US, JP, DE, CA, FR and
UK). The nine replication strategies discussed in Sectiare3valuated and compared, and the strategy selection
algorithm proposed in Section 4 is verified.

The eight target Web services involved in the experimentude six identical commercial Amazon Web ser-
vices in different geographical locations [32] for bookdrhation displaying (will be used as replicas), a Global
Weather Web service [33] for weather information displgyiand a GeolP Web service [33] for geographical
location information querying by IP addresses. The nonvoerncial Global Weather Web service and GeolP
Web service are involved for making comparison with the camual Amazon Web services. In this experiment,
the timeout threshold is set to be 10 seconds. If a Web seddes not respond within the 10-second period,
the request will be terminated and a timeout failure is réedr In practice, the value of timeout threshold is
application-dependent and can be set by users based ordtti@itheir applications. Detailed information of test
cases, test plans, and test results of the experiment ialateéain [34].

Three types of experiments are conducted:

1) Evaluation of individual Web services to illustrate the&SMDREAM, as well as to get typical information

13



for the strategy selection algorithm.
2) Evaluation of various replication strategies for paerfance comparison.

3) Verification of the strategy selection algorithm by tweisarios.

14



Chapter 6

Experiments

6.1 Evaluation of Individual Web Services

Table 6.1 shows the detailed experimental results of iddadi target Web services employing WS-DREAM,
tw, au, sg, hk, ustand for the six user locations that conducted the evaluatus, a-jp, a-de, a-ca, a-finda-uk
stand for the six Amazon Web Services located in US, Japarm&wg, Canada, France, and UK, respectively.
GWandsIP stand for the corresponding Global Weather Web Service awdR3WVeb Service located in the USA.
Casesshows the failure rateR%), which is the number of failed test casési{) divided by the number of all
executed test casesl(). RTTshows the averagé\yg), standard deviationStd, minimum (Min) and maximum
(Max) values of test case communication Round-Trip-Times (RORJy values of correct cases are calculated in
the RTT, because most of the failed cases have large RT Tsyaldech distort the accuracy of the result. All time
units are in milliseconds (ms).

As shown in Table 6.1, RTT values of target Web services ahaimgmatically from place to place. For ex-
ample, in our experiment, accessiagisonly needs 74 milliseconds on average from the USA, whiledds
4184 milliseconds on average from Mainland China. Moreoseen in the same location, the RTT values vary
drastically from case to case, especially in user locatiorer poor network conditions. As shown in Fig. 6.2, in
Mainland China, the RTT values vary from 562 millisecond9926 milliseconds. This RTT variance degrades
service quality and affects user experiments.

The experimental result indicates that RTT is mainly madefupetwork latency. As described in
RTT = NetworkLatency + ProT, (6.1)

RTT is composed of two partdletworkLatencys the time occupied by network package transmission,Fand
is the time consumed by a Web service server for processmgetijuest. Figure 6.3 shows ProT values of the

six Amazon Web services. The ProT of GW and GIP are unavailas these two Web services server do not

15



Table 6.1. Evaluation Results of the Eight Target Web Services

Location Cases RTT (ms) Location Cases RTT (ms)

L WS All Fail R% Avg Std  Min  Max L WS Al Fail R% Avg Std Min  Max
a-us 484 109 22.52| 4184 2348 562 99064 a-us | 2470 0 0 902 294 578 4609
a-jp 482 128 26.55| 3892 2515 547 9937 a-jp | 2877 1 0.03| 791 315 407 5016
a-de 487 114 23.40| 3666 2604 687 9844 a-de | 2218 0 0| 1155 355 765 4547
a-ca 458 111  24.23| 4074 2539 610 9953 a-ca | 2612 5 0.19( 899 300 562 4032
a-fr 498 96 19.27| 3654 2514 687 9999 a-fr | 2339 0 0| 1144 370 734 4813

en a-uk 493 100 20.28| 3985 2586 719 9875 w a-uk | 2647 1 0.03| 1150 363 750 5093
GW 409 337 82.39] 6643 2003 2094 9969 GW | 1981 35 1.76| 1105 1401 343 9844
GIP 540 32 5.92| 2125 1927 531 9781 GIP | 2822 60 2.12( 732 1270 265 9875
a-us 1140 0 0| 705 210 500 3782 a-us | 1895 0 0| 561 353 297 4406
aijp | 1143 0 0| 577 161 406 2594 a-jp | 1120 0 0| 503 322 250 3687
a-de 1068 0 0 933 272 672 6094 a-de | 1511 0 0 638 409 375 4735
a-ca 1113 0 0 697 177 500 2672 a-ca | 1643 0 0 509 240 297 4125
a-fr 1090 0 0| 924 214 672 2906 a-fr | 1635 0 0| 638 310 390 5468

Ml auk | 1172 3 025 921 235 672 3859 °| auk| 1615 0 0| 650 308 375 4297
GW 1104 5 0.45| 503 544 234 9375 GW | 1363 0 0| 1403 1544 265 9937
GIP 1125 0 0 355 609 234 9360 GIP | 1312 0 0 571 878 265 9594
a-us | 21002 81 0.38| 448 304 250 9547 a-us | 3725 0 0 74 135 31 3171
a-jp | 20944 11 0.05| 388 321 203 9937 a-jp | 3578 0 0| 317 224 109 9219
a-de | 21130 729 3.45| 573 346 343 9360 a-de | 3766 0 0| 298 271 109 9390
a-ca | 21255 125 0.58[ 440 286 250 9515 a-ca | 3591 0 0| 239 260 31 9515
a-fr | 21091 743 3.52| 575 349 343 9703 a-fr | 3933 0 0| 433 222 187 3906

hk a-uk | 20830 807 3.87| 570 348 328 9734 us a-uk | 3614 0 0 293 260 124 9157
GW | 21148 1426 6.74| 1563 1560 406 9999 GW | 3837 0 0| 1290 1346 125 9828
GIP | 21007 1263 6.01] 849 1582 203 9999 GIP | 3621 0 0| 675 1348 125 9939

provide the ProT information. As shown in Fig. 6.3, the ager®roT values of all the six Amazon Web services
are less than 30 milliseconds, which is very small compangd twe RTT, indicating that RTT consist mainly of
network latency rather than server processing time. Amdindpea six Amazon Web services-jp provides the
worst performance, which may be related to the server watklo

Users under poor network conditions are more likely to suffem unreliable service, since unstable RTT
performance will degrade service quality and can even leduteout failure. As shown in Fig. 6.1 and Table
6.1, users with worst RTT performance (in Mainland China)ehtine highest failure rate, while users with best
RTT performance (in USA) have the lowest failure rate. Thidigates that failures are substantially caused by
excessive RTT. Moreover, failure rate is related to reqfresfuency. For example, in our experiment, user in
Hong Kong suffer from high failure rate, although its RTT feemance is good. The failures arose because the
high request frequency make the user blocked by the seamrtfime to time, , triggering &erviceUnavailable

failure (httpcode 503). Among all 6322 failure cases obsénour experiment, 3865 afémeout(longer than
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Figure 6.1. RTT of the Eight Web Services from Different Locations

10 seconds), 2456 afervice Unavailabléhttp code 503) and 1 is due Bad Gatewayhttp code 502). All the
Service Unavailableccur in Hong Kong, where the request frequency is desigmds& tmuch higher than other
locations.

The response time and failure-rate performance of the ttakipd services will be employed for replication

strategy selection in Section 6.3.
6.2 Evaluation of Replication Strategies

WS-DREAM also can be employed to conduct performance etratuaf various replication strategies. The
six identical Amazon Web services are used as redundantasph this experiment to show the performance
of various replication strategies. In this experimentatefgy 1 invokes all the six replicas at the same time; in
strategies 4, 5, 6 and 7, only the first three best performémiicas are invoked at the same time, while the
remaining replicas are employed as standby replicas;ategfies 2, only the best performing replica is employed,;
in strategy 3, all the six replicas are used as standby eplia strategies 8 and 9, only the top three performing
replicas are employed.

To clearly show the performance of these strategies in eaus networking conditions, fault injection tech-
nigques [8,9] are applied to generate faulty test cases. eTald shows the performance of various replication
strategies under correct cases and faulty cases.

As shown in Table 6.2, the parallel type strategy (stratebi/P) has the beskRT'T performance under both the
correctcases and faultycases, since it invokes all the six replicas at the same time and&ysjthe first properly
response as the final result. However, its failure-rategh hbmpared with other strategies. All the eight failures

of this strategy are due to timeout of all the six replicasisThay be caused by a client-side network problem,
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Figure 6.2. RTT of Accessinga-usfrom the Six User Locations

since several connections are opened simultaneously.rtdeless, the failure rate of 0.027% and 0.097% in the
correctcases and faultycases respectively is relatively small compared with the failuage incurred without
employing any replication strategies, as shown in Table 6.1

RTT performance of sequential type strategies (strategies®ai3d 9) is worse than other strategies, especially
in the faultycases, because they invoke replicas one by one. The reliabilifop@mance of these strategies are
the best, without any failure. This may be the result of ewyiplg time redundancy for fault tolerance, which is
not used in the parallel type strategy.

Hybrid type strategies (strategies 4, 5, 6 and 7) have g&bd’ performance in both theorrectcases and
faultycases, although not the best. The reliability performance is atsthe middle, better than parallel type

strategy and worse than sequential type strategies. Frgn6H, we can clearly see that the tR&T performance
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Figure 6.3. Process Time of the Six Amazon Web Services

the worst, and th&T'T performance of strategy &V P + Rety (Hybrid type) is in the middle.

6.3 Replication Strategy Selection Scenarios

We provide two scenarios in this section to illustrate antfywé¢he strategy selection algorithm. The values of

a, b andc in the algorithm are set to ), 5, 5%, respectively.
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Table 6.2. Evaluation Results of Replication Strategies

Type Correct Cases Faulty Cases
Al Fal R% | Avg Std Min Max Al Fal R% | Avg Std Min  Max
1 21556 6 0.027| 279 153 203 3296/ 2043 2 0.097| 321 163 203 3375
2 22719 0 0| 389 333 203 17922| 2460 0 0| 751 721 203 11312
3 23040 0 0| 374 299 203 8312|| 2495 0 0| 833 681 203 6031
4 21926 4 0.018| 311 278 203 10327| 2412 0 0| 397 376 203 10374
5 21926 1 0.004| 312 209 203 10828| 2393 0 0| 401 259 203 3781
6 21737 2 0009 311 225 203 10282 2318 0 0| 425 384 203 8000
7 21737 2 0.009| 310 240 203 13953| 2350 0 0| 420 326 203 3781
8 21735 0 0| 411 1130 203 51687 2400 0 0| 761 961 203 35031
9 21808 0 0| 388 304 203 9360/ 2335 0 0| 765 694 203 9953

6.3.1 Scenario 1: Commercial Web site in Hong Kong

We assume a user named Ben in Kong Hong plans to employ the gkmé&eb services for book displaying

and selling in his commercial Web site. The followings ardgrenance requirements provided by Ben:

1) Reliability. Since the Web site is commercial, Ben aims to make it as teliab possible to maximize

business benefit and reputation. Therefore, the fail-réte.( is set to be 0.1%.

2) Response time & resource conservationloo large response latency will lead to loss of businessglvew
invoking too many parallel replicas for response time improent will increase computing and networking

overhead to the Web site server. After making a tradeoff, 8ga the, ... to be 100 milliseconds.

The strategy selection algorithm proposed in Section 4 gl@yed to help Ben select the optimal strategy. The
selection procedure is shown in Table 6.3.

Based on the strategy selection algorithm proposed in@edtithe selection procedure is shown in Table 6.3,
where{ws}%_, is a set of ranked target Web services. Values,of; are provided by WS-DREAM (see Table 6.1
for detailed results)7 (i) is the overallRT'T values of invoking: number of parallel replicas, the values of which
are also provided by WS-DREAM. Based on the value$ of) andt,s.,, the value ofv is calculated by solving
the Problem 1in Section 4. Since = 1, sequential type strategy will be selected. Becdugg= 3 (only the top
three performing replicas are selected), and< 5 the difference between primary replica and secondaryaapli
is not significant), Strategy 9B + Retry) is selected.

As shown in Table 6.1, from the location of Hong Kong, netwookidition is good and the failure-rate is low.
The improvement of invoking replicas in parallel is quiteniied; therefore, sequential strategies are reasonable.

Our algorithm can provide suitable selection in this scienar
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Figure 6.4. RTT Performance of Replication Strategies

6.3.2 Scenario 2: Noncommercial Web page in Mainland China

Another user named Tom in Mainland China also plans to emihleyAmazon Web services to provide book

information query service in his personal Home page. Thivpaance requirements of Tom are as follows:

1) Reliability. Since the Home page of Tom is noncommercial and the Web seiwinot used for critical

purposes, the fail-ratef( ) is set to be 5%.

2) Response time & resource conservationSince Tom’s Home page are running on a server with narrow
network bandwidth, network resource conservation is ingudr Therefore, the, ., is set to be 500 mil-

liseconds.
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Table 6.3. Scenario 1: Selection Procedure
a=20;b="5c¢c=5%

n = 6;9 = 21587; tyser = 100; fuser = 0.1%

{ws;}_, ={a-jp, a-us, a-ca, a-de, a-fr, ajyk

{t;}5_, = {388,448, 440, 573,575,570};

{35, = {0.05%,0.38%, 0.58%, 3.45%, 3.52%, 3.87%};
{5;}9_, = {4.38,8.28,10.2,40.23,40.95, 44.4};

{T (i)}, = (321, 285,282,281, 280, 279);

v =1;

W = {ws;|s; =< 20&&1 < i < 6} = {4.38,8.28,10.2};
(W] =3;

p1 = s2 — s1 = 3.9;

v=1&&1 < |W| < 6&&py < 5 = Strategy 9;

Table 6.4. Scenario 2: Selection Procedure

a=20;b="5c=5%

n = 6;9 = 576; tyser = 500; fuser = 5%

{ws;}$_, =(a-fr, a-jp, a-de, a-uk, a-us, a-ca);
{t;}5_, = (3654, 3192, 3666, 3985, 4184, 4074);
{£i}5_, = (19.27%, 26.55%, 23.4%, 20.28%, 22.52%, 24.23%);
{s:}_, == (11.16,11.69,12.01, 12.02, 12.87, 12.99);
{T(i)}5_, = (4462, 3052, 2344, 1920, 1686, 1491);

v =3;

P2 =% X 30 sty — s =101

ps =g % iy fi = 23.07%;

1 <w < 6&&py < 5&&ps > 5% = Strategy 7.
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After conducting the selection procedure as shown in Taldle&rategy 7 RB + NV P) with three replicas
is selected as the optimal strategy for Tom. In this scentr@network condition is poor and failure-rate is high,
hybrid strategy with suitable number of parallel replicaa employed to improve the performance. Our algorithm

can provide suitable selection for this scenario.
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Figure 6.5. (a)RTT and (b)Failure-rate Performance with Different Replica Number

The detailedRT'T" and failure-rate performance with different replica numtighese two scenarios are shown
in Fig.6.5, where Fig. 6.5(a) shows the RTT performance, Eigd 6.5(b) shows the failure-rate performance.
Fig.6.5 (a) indicates that response time improvement lgkiimg parallel replicas is significant under poor network
condition (Scenario 2: Mainland China), while under goodwoek condition (Scenario 1. Hong Kong), the
improvement is limited. Fig.6.5 (b) shows that failureeras greatly reduced by invoking parallel replicas in
Mainland China, indicating that the failure-rate improv@rhby invoking replicas in parallel is significant under
erroneous environment, while in Hong Kong it is not obviond annecessary (failure-rate of Hong Kong is not
shown in the figure since all values are 0 with parallel regggljc Also, Fig.6.5 (b) shows that the experimental
failure-rate observed in Mainland China is quite close mfttieoretical failure-rate, which can be calculated by
[1;—, fi, indicating the accuracy of our experiment.

In summary, by employing the evaluation results provided-BDFREAM, the replication strategy selection al-
gorithm can provide suitable selections for users in thegescenarios. When the general property of the Web
service execution scenarios can be obtained and analysgdieamatic selection procedure under various replica-
tion strategies can be quantitatively formulated, and nmarieisive mathematical models can be constructed for a

comprehensive system assessment. This will be pursued ftove work.
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Chapter 7

Conclusion

This paper proposes a distributed reliability assessmechanism for Web services. Based on this mechanism,
we compare various replication strategies by using thisatdormulas and experimental results. A strategy selec-
tion algorithm is also proposed. Real world experiments @b \8érvices and replication strategies are conducted
to illustrate the mechanism as well as verify the selectigoréhm. With the facility of WS-DREAM, accurate
evaluation of target Web services can be acquired thoughaaflaboration, and optimal replication strategies
engaging fault tolerance and design diversity schemes eagffbctively obtained to improve the reliability of
service-oriented applications.

Our future work will include an automatic mechanism for gstr search for similar or identical Web Ser-
vices as replicas for design diversity purpose, the tuningetection algorithm for better performance, and the

improvement of the system feature for facilitating uset ¢tase contributions.
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