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Abstract 

 
With the rapid increasing amount of video data, content based video 
classification and retrieval has been attracted more and more focuses in 
last decade. Although fruitful results were acquired in recent years, 
automatic analyzing the semantic content of video is still very challenging 
at the current state-of-the-art. In order to map the low level feature to 
high level semantic content, many efforts are lead to the semantic 
indexing and modeling of video content through semi-automatic approach. 
In this paper, some recent advances in content based video classification 
and retrieval are first reviewed. After that, a multimodal framework for 
video content interpretation is proposed in the paper. A lot of 
implementation problems and challenges are discussed. 
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1. Introduction 

Nowadays, vast volumes of digital video data are generated in our daily life. How to 
effectively classify and retrieve the desired information from huge collections of 
digital video world is being one of the most crucial and challenging problems. In past 
years, researches on content-based video classification and retrieval have been 
actively deployed in many research communities in past years. There have emerged a 
lot of successful paradigms for video parsing, indexing, summarization, classification 
and retrieval [1][2][3][4][5]. Although fruitful results have been achieved in last 
decade, more challenging problems need to be addressed and overcome in future. 
 
Most traditional efforts focused on retrieving video content by text annotation and low 
level features of images. However, they are questioned and challenged as following 
reasons. Firstly, the cost of manual text annotation is unreasonable expensive when 
the collections of videos are huge. Secondly, it is difficult to express semantic concept 
using low level features. Therefore, in order to effectively access the content of video 
data, many problems still need to be addressed and tackled. One of important issue is 
how to classify and index the video data automatically or semi-automatically by 
machines. Another crucial and challenging issue is how to bridge the gap between the 
low level features and high level semantic concepts. 
 
In this paper, we review some advance techniques in content-based video 
classification and retrieval recently. A lot of previous and recent surveys could be 
found in [6][7][8][9][10]. This paper is organized as follows. We first introduce some 
basic background of video structure parsing at section 2. Secondly, we survey some 
advances of video summarization and indexing at section 3. Then, we survey recent 
advances of video classification and indexing techniques at section 4. We then review 
two typical techniques used in video retrieval domain and address the disadvantage of 
current retrieval system at section 5. After that, we introduce the important concepts 
of semantic video analysis at section 6. Then we propose a multimodal framework for 
approaching video content interpretation and discuss a lot of implementation tasks 
involved the framework at section 7. Finally, we make a conclusion at section 8. 

2. Video Structure Parsing 

Video structure parsing is an initial step to organize the content of videos. Video data 
are typically organized in a typical hierarchical structure as shown in Figure 1. 
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Figure 1. Hierarchical structure of video. 
 

In this step, some elementary units such as scenes, shots, frames, key frame and 
objects are generated. A successful structure parsing is important for video indexing, 
classification and retrieval. In past, many works have been done in video structure 
parsing, especially in shot detection, motion analysis and video segmentation. 

2.1 Shot Detection 

As discussion above, video data are structured into a lot shot units. Shot changes 
should be detected before dividing video data into shot units. A shot change can 
viewed as detection of a camera break. Normally, there are three major editing types 
of camera breaks: cut, wipe and dissolve. A cut is an immediate change from a shot to 
another shot; a wipe is a change where first frame of a shot replace with last frame of 
another shot gradually; a dissolve is a change where one shot gradually appears 
(fade-in) and another shot slowly disappears (fade-out). A cut can be detected by 
comparing two adjacent frames. While wipe and dissolve are difficult to detect since 
they are change gradually. 
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There are much work for detection of camera breaks in past few years. They can be 
grouped into two categories: uncompressed and compressed domain. Some typical 
methods for the detection of camera breaks could be found in [6][7][8][9][10]. Recent 
published papers for shot change detection could be found in [11]-[17]. Some work 
for performance evaluation of shot detection could be found in [18][19]. 
 
Here we give some recent methods for cut detection. Vasconcelos et al. [11] 
introduced a statistical model for shot duration and activity. He extended the standard 
thresholding model in an adaptive and intuitive way to improve the performance of 
detection. Lee et al. [12] proposed an approach to partitioning of a video into shots 
based on image motion information. 

2.2 Video Segmentation 

Video segmentation is the important step toward to content-based video classification 
and retrieval. Perfect automatic segmentation of video is hard to achieve in current 
state-of-the-art. User interaction may need to guide the segmentation procedure. 
However, some successful examples of automatic video segmentation have been 
conducted in past few years. In most cases [20][21], video segmentation worked in a 
hierarchical way. They first segment the video frame into region units based on image 
segmentation techniques. Then regions are merged into pseudo-objects based on hand 
crafted heuristics or visual similarity measures [20]. In [20], Chang et al. merge the 
over segmentation regions using edge information. And Nguyen et al. [21] proposed a 
motion similarity measure to merge the over segmentation regions. Temporal and 
spatial information of foreground moving objects are important factors to distinguish 
video segmentation with image segmentation. Recent work [22]-[25] were proposed 
to segment the foreground moving object and background region based on motion 
information and background models. 

3. Feature Extraction 

Feature extraction is a crucial preprocessing step for a video indexing, classification 
and retrieval system. Most work on video classification and retrieval can be viewed as 
the extension of traditional image retrieval techniques. They select key frames in the 
video shots and extract image features based on selected key frames. However, this 
approaches neglect the important spatio-temporal information of video. We will 
review recent work of motion analysis in later section. 
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3.1 Visual Features 

Visual features of Image are widely adopted by most video classification and retrieval 
system. Undoubtedly, visual features provide important information to recognize 
content of video. Several visual feature that frequently been adopted are color feature, 
texture feature, shape feature and sketch feature.  
(1) Color features 
Dominant color histograms with region information are most frequently adopted since 
it is acquired easily and seems effective in most cases. Statistical moments of color 
histograms are computed as following formulas: 
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(2) Texture features 
Several methods like Co-occurance matrices, Spatial Frequency, Gabor Functions and 
Wavelet QMF Filter are classical and effective techniques.  
(3)Shape features 
In analysis of shape features, edge detection need to be done before analysis. After 
edge detection, some parameters like circularity and eccentricity are computed.  
Papers for detailed visual feature extraction can be found in image retrieval surveys 
[26][27]. 

3.2 Audio Features 

Sometimes, audio feature is an additional information for video. In some cases, audio 
is an important channel to convey video content such as broadcast news videos. How 
to integrate the audio information is a crucial issue for content-based video analysis. 
Some frequent used audio features include loudness (It is RMS of audio signal 
measured in dB), pitch (It is the common divisor of peak in Fourier spectra.), 
brightness (It is the centriod of short-time in magnitude spectra.), bandwidth (It is the 
magnitude-weight average of difference between spectral components and the 
centroid.) and harmonicity (It is the deviation of the sound’s spectrum from the 
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harmonic spectrum.), etc. 
 
Although there are large advances in speech recognition and related techniques in past 
few years, processing nonspeech audio has little progress. In some cases, extraction of 
audio features is based on speech recognition in noise-free environment. Speech 
transcript is generated after speech recognition. Some examples can be found in 
[1][2][28][29]. Recently, there are a lot of attempts for segmentation and classification 
audio streams from video [30]-[38]. The result of audio segmentation and 
classification can be integrated into video classification and retrieval system as an 
important factor. 

3.3 Motion Features 

Recently, more works are proposed to exploit the spatio-temporal relation of video 
frames, as to extract the motion information among the video streams [20], [39]-[42]. 
Some survey of motion features can be found in [9]. From the survey, motion features 
include the motion trajectories and motion trails of objects [20], principle components 
of MPEG motion vectors and temporal texture. Motion trajectories and motion trails 
of objects are employed to describe the relation of moving objects across time. Since 
principle components of MPEG motion vectors contain the motion information of a 
video sequence, they could be imported as vectors in a video clustering and 
classification system. Temporal textual are applied for modeling more complicated 
dynamic motions [42]. 
 
Besides the motion features of moving object, it still need to address the camera 
motion features in a video sequence. In previous section, we have discussed that 
camera motion is important for detection of video shots. It is also viewed as an 
important feature for video content indexing and classification. Camera motions are 
normally divided into six main categories: panning (horizontal rotation), tilting 
(vertical rotation), zooming (focal length change), tracking (horizontal transverse 
movement), booming (vertical transverse movement) and dollying (horizontal lateral 
movement) [6]. 

4. Video Classification and Indexing  

Video classification is useful for content-based video browsing, filtering and 
searching. If video content can be categorized into different genres, domain-specific 
content-based analysis algorithm can be applied to different genres. For examples, if 
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we can categorize the TV program into sports program and news program, then we 
may apply sports domain knowledge to classify the sports program into football, 
basketball and baseball program, etc. However, topic classification of video content is 
still a challenging problem. There are many works to approach this difficult task in 
recent years [43]-[49]. Here, we survey several recent examples. 

4.1 Video Classification 

Different methods have been introduced to categorize the video into predefined genres 
automatically or semi-automatically recently. Some research work carried out the 
classification by using domain methods and exploiting the temporal information along 
with the visual information in the video [43]. Some work are based on multimodal 
framework. In [43], Dimitrova et al. presented a method for video classification using 
face and text trajectories based on Hidden Markov Model (HMM). In their 
experiments, they integrated the information of face and text, including their size, 
movement and duration, to classify four type TV programs: News, Commercial, 
Sitcom and Soap. And the HMM framework could grasp the temporal information 
along with the video. However the method can be applied in limited domain since 
they did not fully exploit other video information. In [44], Reaaijmakers et al. 
proposed a multimodal topic segmentation and classification of news video. They 
presented a fully automated feedback modal for the interaction between visual, 
auditory and textual resources. They introduced domain-specific knowledge to 
segment and classify the video content based on visual, audio and textual information. 
For example, they segmented the different news topics by detecting the appearance of 
anchorperson since news topics are normally opened and closed by the anchorperson. 
For audio features, they detected silent period as the boundary of two news topic since 
anchorperson usually ends news topic with a noticeable silence. Although the idea of 
their framework is fine, they did not point out how to combine the visual and textual 
features in their framework which would significantly affect the performance of 
classification.  

4.2 Indexing and Summarization 

Besides topic classification of video, effective video indexing and summarization are 
important for efficient and effective browsing, searching and handling of video 
documents [10]. Manual indexing is not suitable for large video collections. Many 
automatic or semi-automatic methods were proposed to facilitate the indexing of 
video content in past [10][50]-[53][8]. Most methods for automatic video indexing are 
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based on unique modal, such as visual, auditory or textual feature. A survey of unique 
modal approach could be found in [8]. Instead of unique modal, multimodal video 
indexing is employed to classify a video by fusing multimodal information. A review 
of multimodal indexing can be found in [53][10]. A recent review [10] of semantic 
index hierarchy of video documents is shown in figure 2.  
 
Multiple modality indexing usually adopts Hidden Markov Model (HMM) to grasp 
the temporal information. A multimodal learning network can be illustrated in figure 3. 
In the figure, input feature vector is capture from multiple modalities, such as visual, 
audio and textual, etc. After receiving the input feature, each modality has a 
corresponding HMM classifier. Each HMM classifier outputs its probability 
parameter as the input of a 3-layer perception neural network. Once the neural 
network finished some training process, it can work to output classification result for 
testing data. 

 
 

Figure 2. Semantic index hierarchy of video documents 

4.3 Content Description Interface — MPEG-7 

In order to solving the difficult problem of organizing and searching problem of  
multimedia content, Moving Picture Experts Group proposed MPEG-7 standard in 
2001. MPEG-7 is a standard for describing the multimedia content data that supports 
some degree of interpretation of the information’s meaning, which can be passed onto, 
or accessed by, a device or a computer code [72]. Figure 3 [72] shows the scope of 
MPEG-7. From the figure, we may see that MPEG-7 just focuses on multimedia 
content description. How to generate the description and how to consume the 
description is out of range of MPEG-7. In state-of-the-art, automatic generating the 
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raw video data into MPEG-7 format is still impossible. Most current techniques are 
based on semi-automatic indexing methods. Recently, a lot of works are performed to 
facilitate the automatic description tools of MPEG-7. Here, we will brief review the 
overview of MPEG-7. A lot of detailed survey and overviews can be found in 
[73]-[80]. 

 

Figure 3. Scope of MPEG-7 

In MPEG-7, Descriptor, Description scheme and Description Definition Language 
(DDL) terminologies are defined. The DDL allows the definition of the MPEG-7 
description tools, both Descriptors and Description Schemes [72]. The description 
tools are described based on textual format (XML format). A figure of MPEG 
structure is shown in figure 4. 

 

Figure 4. Structure of MPEG-7 Elements 

Before establishing the standard of MPEG-7, various proposals for color, texture, 
shape/contour and motion descriptors were evaluated for their performance. Some of 
the successful descriptors are adopted into the standards. We list several successful 
descriptors in follows. 
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1. Visual Color Descriptor [81] 
Color is widely used in current image and video retrieval. In MPEG-7, several 
color descriptors are defined. We briefly list the descriptor in follows. 
(1) Scalable Color Descriptor 
It is used to describe the color distribution in image. 
(2) Dominant Color Descriptor 
Dominant Color Descriptor is employed to describe the global color distribution 
as well as local color distribution of image and video visual information. 
(3) Color Layout Descriptor 
Color layout descriptor aims to describe the spatial distribution of color in any 
region of image or video data. 
(4) Group-of-Frame/Group-of-Pictures (GoF/GoP) Color Descriptor 
The GoF/GoP Color descriptor is designed to define a structure to represent the 
color feature of similar video frames. 
 

2. Visual Texture Descriptors 
(1) Homogenous Texture Descriptor 
The Homogenous Texture Descriptor is designed to describe directionality, 
coarseness and regularity of patterns in images. It is suitable in the quantitative 
format for describing still image texture. 
(2) Non-Homogenous Texture Descriptor  
Non-Homogenous Texture Descriptor is designed to describe non-homegenous 
texture images. An Edge Histogram Descriptor is defined in MPEG-7 to capture 
the spatial distribution of sketch of image and video frames. 
 

3. Visual Shape Descriptors 
(1) 3-D Shape Descriptor 
The descriptor is designed to comparing the nature 3-D objects and virtual 3-D 
object extracted from multimedia data. 
(2) Region-Based Descriptor 
Region-based descriptor is suitable to describe some regions that can be 
represented in shape regions rather than in sketch region. 
(3) Contour-Based Shape Descriptor 
It is based on curvature scale-space representation. 
(4) 2-D/3-D Shape Descriptor 
 

4. Motion Descriptor for Video 
(1) Motion Activity Descriptor 
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(2) Camera Motion Descriptor 
(3) Warping Parameters Descriptor 
(4) Motion Trajectory Descriptor 
 

5. Audio Descriptor 
(1) Basic Descriptor 
(2) Basic Spectral Descriptor 
(3) Signal Parameters Descriptor 
(4) Timbral Temporal Descriptor 
(5) Spectral Basis Descriptor 
(6) Silence segment Descriptor 

Detailed information about MPEG-7 descriptors can be found in references [73]-[81]. 

5. Video Retrieval  

To date, most video retrieval systems are used to retrieval similar video based on low 
level features. Video retrieval faces the same problem with image retrieval that it 
lacks a semantic model and effective representation tool to express human perception. 
There exists a gap between high semantic concept and low level features. How to 
bridge the gap is the most challenging topic in video classification and retrieval field. 
In this section, we will survey recent work on similarity measure based and clustering 
based video retrieval. Exploration of semantic video retrieval will be given in later 
section.  

5.1 Similarity Measure Based Retrieval 

In current video retrieval system, there are two method used for retrieval: similarity 
measure based and cluster-based method [9]. Similarity measure method is employed 
to retrieval similar video key frame, shot or video scene segment. Similarity measure 
can be conducted by matching the features locally or globally. In a simple way, 
similarity measure is based on computing the similarity of related key-frame between 
two videos. More sophisticated methods are employed the spatio-temporal features of 
video frames between two videos [20][54] [41]. Chang et al. [20] proposed a method 
to retrieval video object by computing similarity of motion trajectories and trails in 
the spatial and temporal domains. Chang et al. also presented a semantic visual 
template which can express the semantic concept [59]. Detailed explanation of the 
idea will be discussed in later section. Dagtas et al. [41] presented several motion 
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descriptors as intermediate motion model for event-based video retrieval. They 
retrieved the event videos by computing the similarity of different motion models.  
 

5.2 Clustering Based Retrieval 

Clustering method is introduced as a solution to organize the content of video 
collections. It provides efficient method to classify and index the video since similar 
video are clustered into similar group. Recent work on cluster-based retrieval can be 
found in [55][56][66]. In [66], Clarkson et al. proposed a framework to find the event 
by clustering the nature input audio/visual data. They developed a system that can 
cluster the video data into events such as passing through doors and crossing the street 
[66]. The clustered events can also be clustered into high-level scene. 

6. Semantic Modeling and Indexing of Video 

Semantic video modeling and indexing of video content is viewed as the most final 
frontier of computer vision and multimedia. Effective semantic modeling and 
indexing of video is a way to ultimate multimedia understanding. Figure 5 illustrates 
the relationship between the video content interpretation and natural language 
processing. Currently most works are focusing on frame-based structure modeling. 
Fully automatic multimedia understanding is almost impossible in state-of-the-art. 
Although it is a very challenging work, there still have some good research work 
resided on this topic [57]-[69]. Here we will review several novel work in recent 
years.  
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Figure 5. Three layer structure of video modeling comparing with NLP 
 

6.1 A Probabilistic Framework: Multiject and Multinet 

In [57], Naphade et al. proposed a probabilistic framework for modeling multimedia 
object called ‘Multiject’ and modeling semantic concepts called ‘Multinet’. Multijects 
belong to one of the three categories: objects (car, man, building), sites (outdoor, 
beach, mountain) and events (explosion, man-walking, dancing) [57]. Figure 6 
illustrated the concept of a multiject. A multiject can support every level concept. It 
can represent low-level feature, such as visual features, audio features and textual 
features. It can also express the intermediate-level meaning such as semantic template 
[58] and other high-level semantic concepts. In case of present of a multiject, other 
high level multiject could be formulated if there is some correlation between 
low-level features and high-level semantic. 
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Figure 6. A probabilistic multimedia object 

In order to create a multiject, a video sequence should make some preprocessing work 
to detect the shot boundary. Then spatio-temporal segmentation is made within shot 
frames. After that, region-based feature extraction should be done. Feature extraction 
includes color, texture, edge direction and shape, etc. In order to model the semantic 
concept of different multijects, different distribution models are introduced. For 
example, in order to model the ‘sites’, mixture of Gaussian model is employed. And 
hidden Markov models are introduced to model the events in the multiject system. 
Not only for modeling simple modal, hierarchical HMMs are employed to modeling 
multiple modalities. A hierarchical HMM model is shown in figure 7. In the figure, 
‘AO’ is the audio observations of HMM model and ‘VO’ is the video observations of 
HMM model. The ‘Qi’ nodes are the nodes of supervisor HMM. 

 
Figure 7. A hierarchical HMM model 
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In order to model the semantic interaction of multiject, a multinet concept is proposed 
in [57]. Figure 8 is an interaction network between multimedia object. In the figure,   

 

Figure 8. An interaction network of multiject (multinet) 
 

the ‘+’ sign means there is a positive relation between the two multijects. By 
contraries, the ‘-‘ sign means there is a negative relation between the two multijects. 
The reason of using multinet is that semantic concepts do not occur independently or 
in isolation from each other [57]. There is an important cooccurrence between 
multimedia objects. It is easy to figure that the present of a multiject will increase the 
probability of present of another multiject. For example, the sign between ‘water’ and 
‘outdoor’ is ‘+‘ that means the present probability of water increase the present 
probability of outdoor.  
 
The advantages of a multinet are that it provides a framework for support four aspects 
of semantic indexes. [57]. First, it may enhance the detection by using the mutual 
detection. Secondly, it could support inference based on the interaction between 
multijects. Thirdly, the multinet can provide the mechanism for imposing prior 
knowledge of multimodalities and enforce context-changes on the structure. Also the 
multinet can combine multiple classifiers and fuse multiple modalities. 
 
Although the idea of multiject and multinet is a very good framework to modeling the 
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semantic concepts between multimedia objects, the framework has some 
disadvantages. One of its disadvantages is that the complexity of the framework will 
increase exponentially when the range of knowledge is increased. It is hard to handle 
such a network when the collection of nodes is very large. Some interaction between 
multijects may not be independent, thus it is difficult to compute the strength of the 
network in such cases. 

6.2 Semantic Visual Template 

In [58], Chang et al. provide a Semantic Visual Templates (SVT) to modeling the 
low-level feature and high level semantic object. They introduced a idea of SVT to 
bridge the gap between the user’s information needs and what the systems can deliver. 
Each template represents a semantic concept, e.g. sunset, meetings, slalom, etc. The 
differences of SVT distinct from other methods are follows[58]. First, SVT employs a 
two-way learning method. Machine can improve the retrieval performance by 
learning the relevant feedback from the user. Secondly, SVT emphasizes the intuitive 
and understandable method to express the semantic concepts of video and make it 
easily understood by users. Also several SVTs can be combined to form a more 
complicated semantic concept.  
 
In their work, they used the VideoQ system to implement the idea of SVT and showed 
that it is effective for modeling the semantic concepts. Before the SVT-based query 
can work, the videos in the VideoQ system should be preprocessed. The first 
preprocessing step is to do the scene and shot detection. Then, automatic object 
segmentation and tracking are employed in the detected shot. For the segmented 
objects, visual features and motion features are extracted from them. Also the 
spatio-temporal information of the object is extracted. In the VideoQ, a semantic 
visual template is made up of several icons. Each icon represents a semantic concept 
in the video shots. According to different semantic concept, the icons may emphasize 
different features. The elements of the icon set can overlap in the templates. On of the 
goals of the templates is to cover all the concepts by minimizing the number of icons. 
A template example from [58] is illustrated in figure 9. In the example, we can see 
that the ‘high-jumer’ template emphasizes the point of motion feature. However, the 
‘sunset’ template focuses the global color feature.  
 
Although the semantic visual template can express the semantic concept intuitively, 
however it can only describe some basic and simple semantic concept. It is quite 
difficult to represent a high-level semantic event concept by sketch an intuitive 
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template. For example, if I want to semantic concept like ‘Christmas’, user can not 
know how to express their ideas in the SVT framework. In order to overcome the 
disadvantage, Chang et al. have added Bayesian relevant feedback during the retrieval  
 

 
Figure 9. Examples of SVT (a) a ‘high-jumper’ template (b) a ‘sunset’ template 

 
procedure. In the retrieval process, new querying templates are generated from initial 
sketch by user. User can narrow down the templates that represent their desired 
concept by through the Bayesian relevant feedback. 
 

6.3 Semantic Video Object-based Abstraction 

In past, a lot of works are addressed to extract and abstract the video objects in order 
to model the semantic concepts of objects and events. In [64], Hwang et al. proposed 
a scheme for object-based abstraction and analysis and semantic event modeling. In 
their approach, video objects (called VOs) are extracted automatically [64]. In their 
framework, they adopted two methods to extract the Video objects. One of the 
methods is change detection which is suitable for stationary background. Another is 
object tracking method which is applied in moving background [64]. They assumed 
that the semantic content is focused on extracted VOs. Other regions in the video 
frame are considered as background. After extraction of VOs, semantic feature 
modeling based on the low-level features of VOs is performed. They employed 
Dynamic Bayesian Network (DBN) to modeling the semantic concepts of video 
objects and events [64]. A block diagram of an object-based analysis procedure [64] is 
shown in figure 10. 
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Figure 10. Block diagram of an object-based analysis and interpretation system 

 
Fully automatic video object based analysis and interpretation is a way toward video 
understanding. However, in state of the art, it is difficult to build such a system since 
the semantic features modeling depending on demain-specific knowledge. It’d better 
to introduce some method to facilitate this approach. Maybe the probabilistic 
framework of ‘Multiject’ and ‘Multinet’ [57] could approach this goal. 
 

7. A Framework For Video Content Interpretation 

Automatic video content interpretation is a long-term goal toward machine 
understandable video processing system. In current state-of-the-art, fully automatic 
video content interpretation is challenging. However, there still exist some ways to 
approach. In this section, we propose a multimodal framework to approach this 
challenging topic. 

7.1 Motivation of Video Content Interpretation 

In near future, digital TV programs will become more and more popular. People may 
hope to select their interesting programs and filter some dislike topic. Automatic 
video scout will become an important function in future personal digital video 
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processing system [71].  
 
In order to approach the video content interpretation, we propose a multimodal 
framework which can automatically segment and classify different topics of TV 
programs. Before go through the details of our framework, we may give a brief 
definition about multimodality[. 
 
Defnition1 (Multimodality) “The Capacity of an author of the video document to 
express a predefined semantic idea, by combining a layout with a specific content, 
using at least two information channels”[75]. 
Three modalities will be considered in our framework: 
(1) Still Visual modality 
In this modality, still image features in the video frames are focused. Some traditional 
image processing techniques could be applied in this modality. 
(2) Motion Visual modality  
In this modality, we focus on motion features of video data. Temporal-Spatio 
relationship is important information in video frames. 
(2) Auditory modality 
This modality contains the speech, music and environment sounds including noise. It 
is very useful for us to detect and extract the information from the audio. 
(3) Textual modality 
This modality contains the video transcript that describes the video content. Speech 
recognition and video optical character recognition will be helped in this modality. 
 

7.2 Main Idea of the Multimodal Framework 

In order to integrate all possible content information to our system, we adopt multiple 
modalities as visual, audio and textual modalities. Not only do the frame-based 
structure modeling, we also explore the semantic information of video object. We 
employed Bayesian Network to modeling the classifier. A multimodal framework for 
video topic classification (VTC) is illustrated in figure 11.  
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Figure 11. A multimodal framework for Video Topic Classification  

 
There are three levels in the VTC framework. The low-level is frame-based level. In 
this level, low-level features are extracted. In middle level, basic semantic concepts 
are constructed. In high-level, final semantic topics are generated.  

7.3 Implementation of the Framework 

In order to build such a VTC system, a lot of problem should be solved. A several 
important steps of system scheme are listed at follows. 
1. Preprocessing 
We need to do the preprocessing on the input video sequence. Firstly, we will do the 
shot detection and scene segmentation in the video frame. After that, we may need to 
select the key frame in the video shot. We may also need to do some other 
preprocessing on the video frames. For examples, Speech Recognition and Video 
Optical Character Recognition (Video-OCR) can be done in this step. Some features 
may also can be done in this step, such as camera motion feature extraction. 
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2. Low-Level Feature Extraction 
After preprocessing of the video sequence, we can obtain the key-frame sequences. 
Then we do the feature extraction on the key frames. We may need to extract the 
video objects (mainly focus on moving object) and their visual, audio and motion 
features. The features which are extracted in our frame include follows: 
(1). Visual features: 

(a) Color  
 (b) Texture   
 (c) Shape  
 (d) Sketch  
(2). Audio features: 
 (a) Average energy / Loudness 
 (b) Bandwidth  
 (c) Pitch  
 (d) Brightness 
 (e) Harmonicity 
 (f) me-frequency cepstral coeffiency 
(3). Textual features 

The text information is the transcript generated from speech recognition and 
video-OCR. We build a knowledge tree which has a lot of key word categories. 
Then we use a vote mechanism to process the transcripts. When a key-word is is 
spotted in the transcript, a vote is increase in the relative category. After 
processing, we have a multi-dimension textual feature vector.  

(4) Motion Object features 
For the extracted video object, we need to find their motion trajectories. Moreover, 
other visual and audio features of the video objects will need to be extracted.  
 

3. Building and Training Bayesian Network  
After low-level feature extraction, we need to build and train the network. We use 
Bayesian Network since it can represent the causal relationship between video 
objects. Hence we may inject some domain-specific knowledge to improve our 
classification system. 
 

4. Modeling semantic objects and events 
To model the semantic objects and events is an important module in our 
framework. We will first use hidden Markov model to classify the video objects 
and then we employ a probabilistic network to modeling the interaction of video 
objects. 
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5. Output the topic of video content by the network 

After integrated multiple modalities and building the Bayesian network, we may 
first training the network. In order to improve the performance, we may include 
the domain knowledge in the post processing.  

7.4 Challenging Problems 

Although the scheme seems feasible, we know that there still have several challenging 
works to be done before building such a VTC system. A lot of challenging problems 
should be addressed. 
(1) Preprocessing is significant in the framework. 
To date, accuracy of key-frame selection is still absolutely satisfied. Also the accuracy 
of speech recognition and VOCR are still not very good in state-of-the-art. 
(2) Good feature extraction is important for the performance of classification. 
(3) It is difficult to model semantic video objects and events. 
(4) How to integrate multiple modalities still need to be well considered. 

8. Conclusion 

In this paper, we first give a survey of current research of video indexing, 
classification and retrieval. From the survey, we know that the most challenging topic 
in content-based video retrieval domain is how to bridge the gap between the 
low-level features and high level semantic concept. How to achieve automatic video 
interpretation is the long-term goal in this area. In order to approach this target, video 
structure modeling and object modeling should be well done before semantic concept 
can be constructed automatically. Current most works are focused on video structure 
modeling although there still are a lot of pioneering works. After the survey, we 
propose a framework for approaching the target of video interpretation. In order to 
narrow down the range of our experiment, we will apply the framework on TV video. 
We show that our framework is novel and effective. We also discuss some challenging 
problem involved in the framework. 
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