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. Abstract:

Nowadays, net-centric computing is growing important. It is an emerging model
for client/server computing. Due to its lower cost and robust capabilities, it is
useful in building intranet based network. It provides many advantages than the
traditional client/server computing and its easy maintenance and administration
make it popular. Codt/effective study on the comparison between net-centric
computing environment and traditional client/server computing environment.
Reliability and Fault Tolerance Reliability is a key component in today's network.
A reliability model using fault tree is used to evaluate the reliability. It provides
evidence on a better reliability is obtained. In addition, applying fault-tolerant
technique to net-centric computing environment empowers the reliability and

availability of it.




2. Introduction:

In traditional client/server computing, there are clients and servers. Client,
typically a PC or a workstation, performs processing associated with an user interface
and applications processing that can be done locally (e.g. word processing) while the
server, which may be anything from PC to a supercomputer, performs processing tasks

in support of its client (e.g. storage and retrieval of a centralized database).

Net-centric computing is a new paradigm of client/server computing. It is a model
in which applications are resided, managed, supported and executed on a server. It uses
a multi-user operating system and a method for distributing the presentation of an
application's interface to a client device. It is different from the traditional client/server

computing and network computing.

The benefits on net-centric computing are single-point management, physically
and technically secure, predictable ownership costs, bandwidth-independent
performance and universal application access. The total cost of ownership is greatly
reduced and the maintenance job is much easier. Therefore, it is rapidly becoming the

most reliable way to reduce the complexity and total costs.

As the total cost of ownership is greatly reduced, will the performance and
reliability of the system be affected? This is a crucial issue on net-centric computing.
Performance measures and reliability issues are discussed. A comparison in the
reliability between traditional client/server computing and net-centric computing is in

the remaining sections.

The net-centric architecture will be discussed in section 3. Net-centric computing
can make use of the wireless technology as well as wire network. Using a wireless

network interface card in the network computing devices, they can connect to the net-




centric server viathe access point. The advantages of using wireless LAN are discussed

in section 3.2.

The configuration of a demo system is discussed in section 4. The cost/effective
study on the net-centric computing environment and the comparison between
traditional client/server and net-centric computing environment in section 5. A
performance study is in section 6 and some weakness on the evaluation will be stated
out. Reliability is one of the important issues in net-centric environment. An analytic
reliability model using fault tree diagram is built to analyze the architecture together
with some hypothetical results will be shown in section 7. Fault tolerance is another
issue in this architecture. Several fault tolerant techniques such as N-version
programming, recovery block scheme, reusable software component and server farm
concept will be introduced in section 8. Ongoing works will state out in section 9 and a

summary in section 10. References are listed out in section 11.




3. Net Centric architecture:

3.1. Descriptions:

Application Application

Application

Distributed Component APl (CORBA, DCOM, RMI)

Internet-Centric Server

Platform-Independent Middleware
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Fig. 1. Net-centric architecture

The net-centric architecture consists five components: client devices, platform-
independent middleware, internet-centric server, distributed component APl and
applications resided in the server. Client devices can be desktop PCs, notebook,
palmtop, personal digital assistant (PDA) and thin-client devices. They are used to

connect to the internet-centric server through the wire or wireless connection.




There is a platform-independent middleware which supports for heterogeneous
computing environments to connect to the server. Citrix MetaFrame is a product which
acts as a middleware client devices and internet-centric server. The middleware is

resided in the server.

The internet-centric server which is the place for processing tasks and for
centralized database. The distributed component API (CORBA, DCOM, RMI) is to
make the components sharable.

The applications are in the server side and execute when there is client request on
the application. The server will process the task by executing particular application and

after the processing completed, it sends back the screen updates to the client.

3.2. WhatisaWirelessLAN?

A wireless local area network (LAN) [1] is a flexible data communications system
implemented as an extension to, or as an aternative for, a wired LAN. Using radio
frequency (RF) technology, wireless LANSs transmit and receive data over the air,
minimizing the need for wired connections. Thus, wireless LANs combine data

connectivity with user mobility.

Wireless LANs have gained strong popularity in a number of vertical markets,
including the health-care, retail, manufacturing, warehousing, and academia. These
industries have profited from the productivity gains of using hand-held terminals and
notebook computers to transmit real-time information to centralized hosts for
processing. Today wireless LANs are becoming more widely recognized as a general-

purpose connectivity alternative for a broad range of business customers.

The widespread reliance on networking in business and the meteoric growth of the
Internet and online services are strong testimonies to the benefits of shared data and

shared resources. With wireless LANS, users can access shared information without
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looking for a place to plug in, and network managers can set up or augment networks
without installing or moving wires. Wireless LANs offer the following productivity,

convenience, and cost advantages over traditional wired networks:

» Mobility: Wireless LAN systems can provide LAN users with access to real-time
information anywhere in their organization. This mobility supports productivity and

service opportunities not possible with wired networks.

» Installation Speed and Simplicity: Installing a wireless LAN system can be fast and
easy and can eliminate the need to pull cable through walls and ceilings.

» Installation Flexibility: Wireless technology allows the network to go where wire

cannot go.

» Reduced Cost-of-Ownership: While the initial investment required for wireless
LAN hardware can be higher than the cost of wired LAN hardware, overall
installation expenses and life-cycle costs can be significantly lower. Long-term cost
benefits are greatest in dynamic environments requiring frequent moves and

changes.

» Scalability: Wireless LAN systems can be configured in a variety of topologies to
meet the needs of specific applications and installations. Configurations are easily
changed and range from peer-to-peer networks suitable for a small number of users
to full infrastructure networks of thousands of users that enable roaming over a

broad area.

An access point can extend the range of an ad hoc network, effectively doubling
the range at which the devices can communicate. Since the access point is connected to
the wired network each client would have access to server resources as well as to other
clients. Each access point can accommodate many clients; the specific number depends
on the number and nature of the transmissions involved. Many real-world applications

exist where a single access point services from 15-50 client devices.

Access points have a finite range, on the order of 500 feet indoor and 1000 feet

outdoors. In a very large facility such as a warehouse, or on a college campus it will
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probably be necessary to install more than one access point. Access point positioning is
accomplished by means of a site survey. The goal is to blanket the coverage area with
overlapping coverage cells so that client might range throughout the area without ever
losing network contact. The ability of clients to move seamlessly among a cluster of
access points is called roaming. Access points hand the client off from one to another in

away that isinvisible to the client, ensuring unbroken connectivity.

Flexibility and mobility make wireless LANs both effective extensions and
atractive alternatives to wired networks. Wireless LANSs provide all the functionality
of wired LANSs, without the physical constraints of the wire itself. Wireless LAN
configurations range from simple peer-to-peer topologies to complex networks offering
distributed data connectivity and roaming. Besides offering end-user mobility within a
networked environment, wireless LANs enable portable networks, allowing LANSs to

move with the knowledge workers that use them.




4. Confivuration:

The demo system of net-centric configuration include a dual-process NT server,
thin-client and network computing devices (including PDAS, laptops, sub-laptops),
wireless access points, and client/server middleware software for fast server accessing

and computation. Figure 2 depicts the configuration of net-centric computing used.
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Fig. 2: The configuration of net-centric computing

The configuration of net-centric computing is similar as the traditional client/server
computing. There are also clients and net-centric servers. Client machine can be a PC
or workgation, or a new type called "thin client"[2]. They are "thin" because they are

often very minimally configured. Most of them have no disk drives at all because they
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do no long-term local storage. Thin Client refers to the (very small) size of the client
operating system. Little or no computation will be carried out in the client side. One
characteristic of thin client is its cheaper cost compared with a PC. The server bears a
prominent role in net-centric computing as centralized application and client

management in it. The server mainly influences the performance of the system.

As the server's computing power will alter the system's performance, a dual-
process NT server is used instead of one processor. It provides more capacity in
performing computations. The server used is Microsoft® Windows NT™ Server 4.0,
Terminal Server Edition. The middleware software used inside the server is Citrix
MetaFrame™/[3]. It is thin-client/server system software for Microsoft Windows NT
Server 4.0, Terminal Server Edition. It extends Windows Terminal Server with
additional client and server functionality - including support for heterogeneous
computing environments, enterprise-scale management and seamless desktop
integration, hence, different platform of operating system or devices can make a

connection to the server with less effort.

Besides, in net-centric computing, client devices, whether "flat" or "thin", have
instant access to the applications via the server without application rewrites or
download. Client performs processing associated with a user interface and applications
processing that are done on the server side, and the server after performs processing
tasks, it sends back the result and paste it on the screen through the network. A highly
efficient computing technology that separates the application's logic from its user
interface, so only keystrokes, mouse clicks and screen updates travel the network.
Bandwidth used for keystrokes, mouse clicks and screen updates in travelling the
network is tiny. As a result, we can say that application performance is bandwidth-

independent.
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Fig. 3: A demo system for the Net-Centric Computing environment

Figure 3 shows the picture of a demo system for the net-centric computing
environment. With network computing devices (including PDAs, laptops and sub-
laptops), they can connect to the net-centric server using wireless card via wireless

access point.
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5. Cost/Effectize Study:

One characteristic of net-centric computing is that the total cost of ownership is
lower. The cost is even lower than the traditional client/server computing. And the
maintenance of the whole system is easier than traditional client/server. Besides, it is
more effective when upgrading the software or hardware of the system because

centralized management in server side.

Comparing the cost of ownership between traditional client/server computing and
net-centric computing. Assume the environment consists of 10 clients to be served and
the client machines used in net-centric computing are all thin-client. Table 1 shows the

approximate number of each hardware components needed in different computing

environment.
Component Net-centric computing Traditional client/server
computing
Thin-client devices 10 —
Middleware 1 (with 10-user license) (server) —
(MetaFrame™)
Number of processors 1 dual (server) 10 (client) + 1 (server)
Hard disk 1 (@12G) (server) @2G (10 clients + 1 server)
Memory 1 (144MB Ram) (server) @32MB Ram (10 clients+ 1
server)
Disk drives 1 (server) 10 (client) + 1 (server)
Monitor, keyboard, 10 (client) + 1 (server) 10 (client) + 1 (server)
mouse

Table 1: Number of hardware components needed in net-centric computing
environment and traditional client/server computing environment
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Hardware like monitor, keyboard, mouse are essential components in both
computing environment. From table 1, it is crystal clear that in net-centric computing,
most components are used in server machine while in traditional client/server
computing, most components are used in client machine. When the system needs

upgrading, it is simple enough to upgrade one machine instead of a bundle of machines.

The total cost of ownership is lower in net-centric computing than in traditional
client/server computing. It provides a competitive advantage for company who are
using net-centric computing. Figure 4 shows the cost comparison between net-centric
computing and traditional client/server computing when there are 10- 30- and 50
clients. The cost on hardware components such as monitor, keyboard and mouse are not
included in the associated cost due to its common usage for both computing
environments. There is one assumption that the client machines used in net-centric

computing are al thin-clients, with no PCs using windows terminal client.

Cost comparision between net-centric computing and
traditional client/server computing

$300,000
$250,000 —
$200,000 — | B Net-centric
PN computing
X $150,000 ——
T
$100,000 | | OTraditional
0 000 client/server
$50. | | | computing
$0 : :

10 30 50
Number of clients

Fig. 4. Cost comparison between net-centric computing and traditional
client/server computing[ 4]
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The thin-client costs less than the client machine in traditional client/server
computing. From figure 4, it can deduce that when the number of client increases, the
expense on buying new client machines in traditional client/server computing is a huge

number than using net-centric computing.

Another scenario of upgrading new hardware such as replacing a high speed
processor with a slow one or adding more memory storage, the amount of cost will
greatly vary between different environment. Figure 5 shows the difference of cost used

in upgrading new hardware in different computing environment.

Cost comparision between net-centric computing and
traditional client/server computing after upgrading
hardware components

$450,000
$400,000
$350,000 | | H Net-centric
$300,000 7 computing
€ $250,000 |
s
T $200,000 |
$150,000 || | OTraditional
$100,000 [ client/server
$50,000 [ . | | | computing
o | | |

10 30 50
Number of clients

Fig. 5: Cost comparison between net-centric computing and traditional
client/server computing after upgrading hardware componentq 4]

Consequently, net-centric computing is a very cost effective solution on building
client/server architecture in enterprise. First, it is a fraction of the cost of traditional
client/server computing. Besides, it minimizes network bandwidth consumption by
sending only keystrokes, mouse clicks and screen updates to the client. With more

clients need to be served, buying one or more servers can fulfill the requirement. In a
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situation when the computing environment switches from traditional client/server
computing to net-centric computing, the cost used up only in buying a powerful server.

It can save expenses from the financial point of view.
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6. Performance Study:

Performance [5] is a major factor in determining the overall productivity of a
system, performance is primarily tied to availability, throughput and response time. A

measurement on the performance of our net-centric architecture is studied.

6.1. Assumptions

In the real net-centric computing environment, a server with a larger number of
processors, faster processors, and more memory is more able to support either larger
numbers of users or users with greater performance demands. However, the server we
used is a dual process 90MHz with a 144Mbytes RAM, it is not powerful enough to
generate a general picture on the performance of net-centric computing environment.

So, the server is assumed to be powerful to serve severa clientsin this study.

6.2. Evaluation results

The evaluation studies based on the processor utilization and memory consumption
of the system. Figure 6 shows the processor utilization in logging on and off to the
server. The first oscillating part is the client logging into the system and the second
oscillating part is the server logging out the system. Performance monitor is used to
collect the data. It can see that the logging process induces large processor utilization.

Afterwards, the processor becomes idle when client becomesidle after log-in process.
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Fig. 6: Processor utilization on logging on and off to the system

The memory used in each client is about 8Mbytes to 10Mbytes. It depends on the
user's demand. If the user's activity is large, then it will consume more memory,
otherwise, it will consume less memory. The performance is influenced by the factors
of number of active users and the intensity of their work.

There is a way to enhance the performance by using load balancing services
provided by Citrix. It is a management add-on to Citrix MetaFrame server that alows
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administrators to group multiple MetaFrame servers into scalable "server farms' to

deliver the best application performance and server resource utilization.

Consequently, the evaluation is limited to several factors. it is a specific
performance to the specific configuration and the processor of server using is not
powerful. A general analytic model on net-centric computing architecture will be
studied in the future and the measure on throughput and response time on a powerful

demo system will be examined.
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7. Reliability Study:

The reliability of a system is defined as the probability that the system remains
operational by time t given that it was started in perfect condition at time 0 [6-7]. In
mathematical definition, let R(t) be the reliability of a system, T denote the time of first

failure and F(t) its distribution function. Then

R(t) = P(T> t) = 1—F().

7.1. Themode

In modeling the reliability of net-centric computing, the modeling environment is
in figure 7. Several clients are connected to the same hub. The hub connects to the
LAN switch which it connects to the server. The system is said to be failure if one of
the three situations occur: 1). Network failure; 2). Hardware failure; 3). Software
failure. Network failure is composed of client network failure or server network failure.
Hardware failure may be processor failure, memory failure or hard disk drive failure. In
the environment, suppose there are 3 software applications that resided in the server
side. Software failure means the application may failure due to faults occurring and it

can withstand for most 2 applications to fail.

Fault tree model is used to model the reliability of net-centric computing. Fault
trees [8] represent all sequences of failures leading to system failure in a tree-like
fashion. The root of the tree represents the event that the entire system has failed, and
its ith child represents the event that the ith subsystem has failed. Each subsystem can
be further decomposed into smaller subsystems, thereby giving an arbitrary tree
structure. The label on a node indicates how the failure of the children affects the node.

Figure 8 shows the fault tree model of net-centric computing.
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Fig. 8: Reliability model on net-centric computing using fault tree model
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7.2.  Assumptions

In the reliability model, components are 2-state: either good or failed. Assume
there are 10 clients and 1 server in the net-centric environment. The basic components
which can fail are the networks (client network and server network), hardware
components (processor, memory and hard disk drive) and software components
(assume 3 independent applications with different failure rate) in the server side. Links
can be unreliable except the link connected with client and the hub is assumed to be
reliable. The basic components are assumed to be identically independent. That is when
one component fails, it will not affect other component fail. Besides, Exponential

distribution is used in modeling the failure rate of the basic components.

To evaluate the rdliability of the model, Symbolic Hierarchical Automated
Reliability and Performance Evaluator (SHARPE) [9-10] package is used instead of
using a discrete-event simulation method. There are several benefits in using SHARPE.
It is convenience to make use of SHARPE because it supports multiple model types
and provides flexible mechanisms for combining results so that models can be used in
hierarchical combinations. It allows its users to construct and analyze performance,
reliability, availability and performability models. It gives users direct and complete

access to the models without making any assumptions about an application domain.

7.3. Analysis
Using SHARPE package, it can obtain the evaluation result quickly. Below are

several scenarios on the reliability of our model. Figure 9 is the reliability of basic
reliability model, or called a control model. It is used to compare the result after

changing the value of parameters.
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Fig. 9: Reliability of the basic model

After evaluating the reliability of the basic model, we decrease the value of the
failure rate on the hardware components, networks and software components one by

one and plot its reliability versus the basic model in figure 10.
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Fig. 10: Reliability using lower failure rate on different fail modes
(hardware, software, network)

In the above figure, it can deduce that the failure rate of network influences the
reliability of the whole system lightly. However, the failure rate of hardware alters the
system greatly. The reason is that if the hardware components fail to operate, the server
will fail immediately.
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Fig. 11: Comparison of reliability on a fault tolerant system (using 4 and 9
redundant servers) and a non fault tolerant system (I server only)

In the basic model, one server supports ten clients. There is no redundancy on the
server. In other words, there is no fault tolerant in the basic model. Figure 11 showsthe
comparison of reliability when fault tolerant technique is used. There are 4 redundant
servers and 9 redundant servers examined in this example. From figure 11, fault
tolerant technique provides a better reliability to the system. The operating time is

longer when there are redundant servers. However, redundant components will increase
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the cost of ownership. As a result, there is a tradeoff between the cost and number of

redundant components.

7.4. Comparison of traditional client/server computing and net-centric computing
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Fig. 12: Reliability of traditional client/server computing model and net-
centric computing model
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Based on using the same failure rate on the components, net-centric computing has
a better reliability from figure 12. In addition, it is cost effective and it provides
benefits. Its single-point management, bandwidth independent performance and

physically secure together made the net-centric computing powerful.

In this reliability model, fault trees are used. However, they cannot easily represent
non-independent behavior of components and are not easily generalized to incorporate
performance considerations. Other model such as Markov chain model [11] can be used
in determining non-independent behavior of components. It provides great flexibility
for modeling reliability, performance, and combined reliability and performance
(performability) measures. But they are not always intuitive and the size of their state
gpace grows much faster than the number of system components, making model

specification and analysis difficult.
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8. Fault Tolerance Study:

8.1. Fault

What is fault? Fault can be simply defined as a condition existing in a hardware or
software module that may lead to the failure of the module. It can further characterized

into 2 types of fault: hardware fault and software fault [12-14].

Fault-tolerant is the use of protective redundancy to permit continued correct
operation of a system after the occurrence of specified fault. The uses of replicated
servers continue the services supplied to clients when the server becomes unavailable.

This ensures the application can continue running without affecting client's operation.

There are increasing demands to make the application software systems we build
today more tolerant to faults. Real time applications such as computer system used in
airport, it cannot sustain any fault that found in the system. A result of a big accident
will occur due to the faults. Therefore, fault-tolerant is an important issue addressed in

the real time application.

8.2. Reusable software components

There are several approaches in regard to enhance the system fault tolerance. One
useful fault-tolerant technique which uses reusable software components (watchd, libft,
REPL) [15] that can be linked into an application and that they are as efficient as some
of the operating system based methods. Those reusable software components are
libraries which are efficient, reliable and portable across many platforms. A technique
called checkpointing is applied. It is a technique for saving process state during normal
execution and restoring the saved state after a failure to reduce the amount of lost work
[16-17]. This can be used in addition to the previous two software fault-tolerant

techniques, N-version programming and recovery block scheme.
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8.2.1. Watchd

It is a watch dog daemon process that runs on a single machine or on a network of
machines. It continually watches the life of a loca application process by periodically
sending a null signal to the process and checking the return value to detect whether that

processis alive or dead.

When it detects that the application process crashed or hung, watchd recovers that
application at an initial internal state or at the last checkpointed state.

Watchd can also watches one neighboring watchd (left or right) when uses on a
network of machines. When a node failure is detected, watchd can execute user-defined
recovery commands and reconfigure the network. In addition, it can also watch itself. A
self-recovery mechanism is built into watchd in such a way that it can recover itself

from an unexpected software failure.

It also facilitates restarting a failed process, restoring the saved values being
checkpointed before and reexecuting the logged events and provides facilities for

remote execution, remote copy, distributed election, and status report production.

8.2.2. Libft

It is auser-level library of C functions that can be used in application programs to
specify and checkpoint critical data, recover the checkpointed data, log events, locate
and reconnect to a server, do exception handling, do N-version programming, and use

recovery block techniques.

Libft does not require a new language, a new preprocessor or complex declarations
and computations to save data structures. It can be ported to several platforms without

any changes to the operating system.
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8.2.3. REPL
The third reusable component is REPL. REPL file replication technology provides

facilities for on-line replication of user specified files on a backup node.

An obvious advantage is reusable. Those software components can be portable to

other platforms.

8.3.  N-version programming

N-version programming (NVP) [18] is a technique, using N-independent programs
execute in parallel on identical input, and results are obtained by voting upon the
outputs from individual programs. Different algorithms, techniques, programming
languages, environments, and tools must be used in each effort to ensure the
development of independent program versions. Figure 13 shows the architecture of N-

version programming.

Recovery
Input L
> Version 1 A.T.\
s Version Decision Result
HOT T g
v Fault
—» Veson N |A.T.

Fig. 13: N-version programming software fault tolerant architecture

The main objectives of the NVP process is to minimize the probability that two or
more member versions will produce similar erroneous results that coincide in time for a
voting action. However, this technique requires voting at program's end which may not
be acceptable when applying to critical systems with real-time deadlines. One

important point isthat it cannot carry out voting in an immediate point.
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8.4. Recovery block scheme
Another fault-tolerant technique is recover block scheme [19]. Recovery block

scheme is composed of three elements:
¢ aprimary module;
¢ an acceptance test and

¢ aset of aternate modules.

The primary module is to execute critical software functions. The acceptance test
which tests the primary module's output after each execution and a set of alternate
modules that perform the same function as the primary module and the architecture is

shown in figure 14.

Rollback

| Recovery Acceptance | Result
Cache Tedt

Version 2

Fault

Version N

Fig. 14: Recovery block scheme software fault tolerant architecture

If all aternate modules fail, the system can assume to be crashed. One

characteristic of this scheme is the modules are executed sequentially.

Another approach is the server "farm”. In simple, that is using redundant
components. It is a group of servers that are linked together as a 'single system image'

to provide centralized administration and horizontal scalability. It shares the workload
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among other servers and provides fault tolerant effect. It provides a location

transparency to the user as well as failure transparency.

In net-centric computing, fault tolerance is also a significant issue. The centralized
processing and database in the server may become unavailable due to the system
failure. As a result, fault tolerant technique is a way to enhance the reliability of the
system. In other words, it increases the system operation times by providing redundant

components before the first fault turns up.
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9. Onyoiny research:

The reliability model in this term uses fault tree model which they cannot easily
represent non-independent behavior of components and are not easily generalized to
incorporate performance considerations. Therefore, Markov chain model and stochastic
petric net model will use in the ongoing to model the net-centric computing
environment instead of using fault tree model. They provide great flexibility for
modeling reliability, performance, and combined reliability and performance

(performability) measures.

Besides, the Markov chain model is used to model the performance of the net-
centric computing environment. It represents the non-independent behavior of

components.

The net-centric architecture consists a distributed component application
programming interface (API) and Common Object Request Broker Architecture
(CORBA) will be used. It is an object-oriented component model for distributed and
heterogeneous components. Research on the CORBA architecture and building

common distributed component.

Apart from the modeling of reliability and performance of net-centric computing,
software fault tolerant will be investigated. Although the fault tolerant in Windows NT

server is good enough, finding another way to enhance the system will be studied.

-33-



"D, Conclusions:

In this report, net-centric computing environment is examined. Several studies on
the codt/effective study, performance study, reliability study and fault tolerance study
on the net-centric computing are carried out. The architecture provides a easy-to-
understand picture to conclude the net-centric computing environment. A demo system

of net-centric computing is used to investigate those studies.

To conclude with those studies, it can deduce that using the net-centric computing
is better than using traditional client/server computing. The net-centric computing is
more cost-effective and the reliability study states that its reliability is better than the
traditional client/server study. The benefits such as maintenance of the whole system
and upgrading of hardware and software will be much easier to manage. The

administrative job on the system is lightened.
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