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Abstract

Face processingsystemis a vast and modern researt: area of

computer vision and pattern recognition. This is a challenging
task for integrating various techniquesinto an application. A

detailed survey about facial feature techniquesis presened. We
have classi ed the facial features and the extraction methods
into categories. The performanceof face recognition methods
aresummarizedthat help researterto have a brief introduction

about current techniquesand the ewlution of face recognition
methods. The presenceof the faceis important for faceprocess-
ing system. We proposea Face Detection Committee Machine
(FDCM) to increasethe accuracy of correct classi cation for

faces.The madine combinesthree facedetection methods that

are SparseNetwork of Winnows algorithm, Support Vector Ma-

chines, and Neural networks. An ewaluation amongthe three
individual approaciesand FDCM are presetted usingthe same
setof training images(6,977)and testing images(24,045)in the

experimertal result. The result shavs that the falsealarm rate

of FDCM (7.79%)is nearly half of the best approad (12.32%)
among other three approadies. We proposetwo facial feature
localization algorithms that basedon separability Iter. The

separability Iter is shavn to be usefulin improving the accu-
racy of eye localization. The localization algorithm for color
iImage is preserted to normalize the variation of a face image.
We also dewelop a face processingsystemto demonstratethe

integration of various techniquesfor genericpurpose.
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Chapter 1

In tro duction

1.1 Background

In the modern information age, human's information becomes
valuable. Retrieval information from the video sourceor camera
becomesnany researtiers'interest, especially for humanface. A
systemcanretrieve the faceinformation, we call faceprocessing
system. Rich cortents can be extracted by a face processing
system. That's why it can have a wide range of usageand
becomesa hot topic in recen years. It can be used for the
security and scocial issues,multimedia database,and intelligent
vision-basedhuman computer interaction.

For the security issue,iderti cation andauthertication meth-
ods have dewelopedinto a main technologyin variousareas,sud
as entrance cortrol in building and accesscortrol for comput-
ers. Most of these methods have a drawbad with their legiti-
mate applications. Except for the human and voicerecognition,
thesemethods almost require userto remenber a passvord, or
human action in the courseof identi cation or authertication.
Howewer, the corresppnding meansare potentially beinglost or
forgotten, whereas ngerprin ts and retina scanssu er from low
useracceptancerate. Facerecognition hasa high identi cation
and recognitionrate of greaterthan 90%for hugefacedatabases
with well-cortrolled poseand illumination conditions. This high
rate can be usedfor replacemen of lower security requiremert

1



Chapter 1 Introduction 2

ernvironment and can be successfullyemployed in di erent kind
of issuessud as multimedia. Video is a kind of multimedia
sourcethat cortains huge information. To create a digital li-
brary, usefulinformation like actors' namein a movie, must be
retrieved and analyzedbeforestoredin the database.Video in-
dexing and summarization can be achieved by performing face
processing.Besidesthe usagefor security issueand multimedia
Issue,human computer interaction is anotherimportant system
that comnunicateswith human not only relieson mice and key-
boards. New information technology and mediacan be givenin
a more e ective and friendly method. A face processingsys-
tem can provide more human-computerinteractive servicesto
improve the life style [53.

Automatic face processingsystemis a vast and modern re-
seart areaof computervision and pattern recognition, reading
from face detection, facetracking, extraction of facial features,
facerecognitionand facial expressions.The rst stepofany face
processingsystemis to detect the presenceof a faceand the lo-
cation of the facein images. Facedetectionis to determinean
imagethat cortains a human faceor not. Facelocalizationisto
locate the position and size of the face. In an image sequence,
the movemert of the headis captured by the face tracking in-
steadof performing facedetectionfor ead image. The execution
time for the tracking method is shorter than thosefor the face
detection becausethe positions of face are strongly depend on
the adjacen imagein an image sequence.Extraction of facial
featureis oneof the important parts in faceprocessingthe aim
of the extraction is to nd out the most discriminated feature
from the face. Thesefeaturescan be part of human knowledge
about the face, sudh as the positions of eyes and nose, or set
of coe cien ts that represem a face. Se\eral techniquesapply
the extracted feature for higher level classi cation sud as face
recognition and expressionrecognition.



Chapter 1 Introduction 3

Human commnunicate with the computer that can give an
appropriate feedba& to you. This ultimate goal for a human
computer interaction systemis extremely di cult to adhieve.
Somepossibleproblemsfor the area have beenraised by [27],
[99. In the pastten years,researbershad focusedtheir e orts
on various faceprocessingeld that include facedetection, face
tracking, face recognition, and expressionrecognition. Human
computer interaction is being deweloped using di erent tech-
niques. With the help of the ewlution of technology and media,
the dewelopmert of computervision systemsin desktopand em-
bedded systemsbecomestrue [10Q, [79, [99, [12§, [53], [56.
Howewer, the functionality of the systemsis limited and works
under somespecify conditions.

In this thesis, we investigate various techniquesfor face pro-
cessingthat involve in a basic framework . Lots of researt
work has focusedon face detection, facetracking, facerecogni-
tion and expressionrecognition. Theseproblemsare related to
nd out featuresof human facein imagesor image sequences.
Analysis of facial featureis presened for understandingthe cur-
rent literature and future researt direction. There aretwo face
recognition methods, Eigenface[129 and Elastic Bunch Graph
Matching [124, that give a great impact in the literature. A
comparative study on thesetwo methods helpsto explain the
reasonfor the impact. The presenceof the faceis important for
faceprocessingsystem. After the study of facedetection meth-
ods,we nd that usingdi erent training andtesting data for the
evaluation may variesthe results. An experimertal comparison
Is neededfor further studies on the face pattern classi cation
methods. Also, a possibleway to improve the accuracyof clas-
si cation of facepattern is preseted, that is the committee ma-
chine baseddetection approad. Two facial feature localization
algorithms are proposedfor gray-scaleimage and color image.
The algorithm used for the color image can be employed for
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the image normalization. A basicface processingframework is
provided for the dewelopmen of a system. The framework is
composedof various techniques. This is a challenging task for
integrating those techniquesinto an application becausethere
are limitations on the dewelopmen of a face processingsystem.

1.2 Intro duction about Face Pro cessing Frame-
work

Faceprocessingsystemshave di erent purposesof usagessud

assecurity, intelligent vision-basechuman computerinteraction

and multimedia databasesystem. Di erent kinds of information

are extracted from the sourcesin the systemsud asthe iden-
tit y of a personfrom the security system,the gestureof a person
and the idertit y of an actor in a movie. All the above facepro-

cessingsystem can be deweloped from a basic face processing
framework. By adding di erent componerts, the basic frame-
work can provide a suitable functionality for the system. In this

section, an introduction of basic face processingframework is

given. Three important modules are neededin the framework,

I.e. facedetection module, facetracking module and facerecog-
nition module.

1.2.1 Basic architecture

Although di erent face processingsystemshave various abili-
ties, seeral basic proceduresare applied to the systemfor in-
formation retrieval. The aim of the framework is to extract the
information about humanfaceincluding the location of the face,
the size of the face and the identity of the human. There are
two main types of systems: online systemand o ine system.
An online systemis a time critical madine that the procedures
should be processedvithin a xed time interval, thus, only the
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Image
source
Yas dentified face
region?

Face tracking Face detection
module module

Face recognition
module

Figure 1.1: The basicframework for face processing

most important information is extracted. An o ine systemcan
have lesslimitation onthe executiontime for extracting the fea-
tures, more detailed and accurateinformation can be retrieved
for further usage.We can divide the face processingprocedure
into three main modules, 1) facedetectionmodule, 2) facetrack-
ing module, and 3) facerecognition module. Figure 1.1 shows
the basic architecture of the framework that is designedfor a
sequencef images. For a still image,the facetracking module
can be omitted in the framework.

1.2.2 Face detection

The presenceof faceis one of the key factors for a faceprocess-
Ing system. Facecan appearin di erent conditionsin an image
sudh as user sitting in front of a web camera, passengemalk-
ing along a corridor and reporter reporting newsin a roundup.
Color imageor gray-scaleimagecan be the sourceof the system.
A sequencefimagesprovide cortin uouslyfor aninteractive sys-
tem. We treat theseimagesas the input of the face detection
module. After processingthere are various outputs sud asthe
number of faces,position, size,poseand orientation about the
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detected faces. A normalization step can be performed using
the output parametersbeforethe facerecognition module.

1.2.3 Face trac king

Tracking an object from a sequenceof imagesis important for
faceprocessing.After the successfutletectionfor a human face,
the region of the faceis processedy the facetracking module
instead of the facedetection module. In an imagesequencethe
positions of the faceare strongly related to the adjacert images.
Researbers have deweloped tracking methods basedon this as-
sumption. The initial state of the faceis provided for tracking,
and the restriction is held on the position and size of the face.
This helpsto reducethe seart spacefor the new position in
the adjacent image,and the executiontime for tracking method
canbe shorter than thosefor detection. The outputs of the face
tracking module are similar to those of the facedetection mod-
ule, exceptthat the motion of the object canbe provided by the
tracking method.

1.2.4 Face recognition

After the region of the faceis extracted, facerecognitionis ap-
plied to classifythe idertit y of the person. Di erent systemsem-
ploy this module to provide various functions. Security system
can grant the permissionto the user when the authertication
result is matched with the stored pro le. Video summarization
systemcan generatea set of actor's information for multimedia
indexing. The facerecognition can changeto other recognition
method to provide more information sud as expressionrecog-
nition. Human computer interaction can be achieved whenthe
human gestureclassi cation module is employed.



Chapter 1 Introduction 7

1.3 The scope and contributions of the thesis

The main statemen of this thesisis: knowledgeof processing
face can be usedto dewelop a genericface processingsystem.
Faceswere selectedas the objects to be studied becausethey

areimportant and informativein many applications. This thesis
employs three di erent phases:1) survey about techniquesap-

plied in faceprocessing,2) make enhancemenon currernt tech-

niques,and 3) apply the obtained knowledgeto dewelop a face
processingsystem. The following list shavs the cortributions in

our researt work:

A detailedsurvey about facial featureis presened. We clas-
sify the facial featuresand the feature extraction methods
into categories. A summary of the performanceof di er-
ent face recognition methods is given. This survey helps
researber to have a brief introduction about currernt tech-
niquesand the ewlution of facerecognition methods.

A Face Detection Committee Machine (FDCM) is intro-
ducedto enhancethe accuracyof correctfaceclassi cation
(Paper I1). The madine combinesthree facedetection ap-
proadiesthat are SparseNetwork of Winnows (SNoW) al-
gorithm, Support Vector Machines(SVM) and Neural net-
works (NN). An evaluation amongthe three individual ap-
proachesand FDCM is preserted usingexperimertal result.

Two ad-haoc facial feature localization algorithms are intro-
duced. The algorithm for gray-scaleimageis basedon tem-
plate matching and separability Iter to nd the position of

K. F. Jang, H. M. Tang, M. R. Lyu and I. King. A Face ProcessingSystem Based
on Committee Machine: The Approach and Experimertal Results. Proc. of 10th Interna-
tional Conferenceon Computer Analysis of Imagesand Patterns (CAIP'2003), Groningen,
The Netherlands. The co-author H.M. Tang participated in the writing processand the
researd work of facerecognition committee machine. The other authors gave their useful
commerts.
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irises and mouth. This algorithm shows that separability
Iter is usefulin improving the accuracyof iris localization.
A modi ed localization algorithm is proposedfor color im-
age,that is employedto normalizethe faceimage.

A face processingsystem (Paper | seefootnote 1) is de-
veloped for genericpurpose. Various face processingtech-
niquesare included in the system. Here it is shavn that
the knowledgeobtained about face processingcan be used
to dewelop a faceprocessingsystem. The systemis success
in detecting, tracking and recognizinghuman faces.

1.4 The outline of the thesis

The remaining chapters of this thesisare organizedas follows:

Chapter 2 givesa survey about facial featuresthat are im-
portant in the dewelopmern of faceprocessingsystem. We sum-
marize and analyzethe extraction techniquesand the represen-
tation methods in various face processing elds. Two state-of-
the-art facerecognition methods, Eigenfaceand Elastic Bunch
Graph matching are evaluated for explaining the impact.

Next, in Chapter 3, we investigatesomeof the facedetection
techniques,especially SNoW algorithm, SVM and NN. We also
propose a Face Detection Committee Machine, FDCM, using
the above three approates. We conbine three face detection
approadtesto form an expert systemto improve the accuracyof
classifyingfaces.We presen the experimertal results of FDCM
using a data set of about 30,000imagesand have a comparison
among three di erent approades under cortrolled condition.
The evaluation shaws that our madiine performs better than
the other three individual algorithmsin terms of detectionrate,
false-alarmrate and ROC curve.

Then, two ad-hoc algorithms are proposedfor facial feature



Chapter 1 Introduction 9

localization in Chapter 4. Template matching technique and
separability Iter are appliedto locatethe featuresin gray-scale
image. Facial featuresinclude the position of eye region, irises
andlip. Eyeregionis rst locatedto reducethe seart spacefor
locating the eyesand the separability lter isappliedto increase
the accuracyof locating eyes. Besides,an image normalization
algorithm for color imageis proposed,the separability Iter is
applied to construct a sepmap. This sepmapis then conbined
with the color information to increasethe accuracyof choosing
eye candidates. Moreover, the location of the eyescan be found
inside a non-upright faceimagewithout the prede ned size. Ex-
perimertal results are givento show that the separability Iter
can help to increasethe accuracyof locating iris and the nor-
malization algorithm canreducethe variation of the imagesud
asrotation and scale.

We have deweloped a face processingsystem basedon the
genericframework, and is presened in Chapter 5. The system
architecture is givenin the rst part of the chapter. Afterward,
detailed description of eadr module and the techniques being
applied are discussed.

Finally, conclusionsare drawn about the work in Chapter 6.

2 End of chapter.



Chapter 2

Facial Feature Representation

Useful data are extracted from the imagesor image sequences
to be further processed.We call thesedata as feature. Image
analysisand pattern recognitiontake an important role of nd-
ing facial feature. In this chapter, we aim to summarizeand
analyzedi erent facial featuresusedin face processingregard-
ing facerecognition. We group the facial featuresinto two main
categories- pixel information and geometry information. We
survey the techniquespresetted in variousfaceprocessingelds
and have a discussionabout current techniques. We do not at-
tempt to perform an exhaustive review in ead eld but most
the-state-of-the-artapproades. Discussionabout the facial fea-
ture and the dewelopmert of face processingsystemis given.

2.1 Facial feature analysis

Although faceprocessingechnology cortains many di erent ar-
eas,we canidertify it asthree basicproblems. The three prob-
lems are: 1) nding out the feature, 2) coding of the feature,
and 3) classifyingthe coded feature.

What featuresare usefulin faceprocessing”Beforeanalyzing
the facial feature being usedin variousfaceprocessingelds, we
have summarizedthe facial feature that had beenusedin past
work into two main categories:Geometryinformation and Pixel
information. We do not attempt to performan exhaustive seart

10



Chapter2 Facial Feature Representation 11
Table 2.1: Category of facial feature - Pixel
Features Reference

Pixel | Global | Eigenface Turk [122
Discrete CosineTransform (DCT) Eickeler [33]
DCT-mod2 Sanderson107
Discriminant Karhunen-Loewe projection Swets [116
(DKL)
Fisher linear discriminart (FLD) Belhumeur [7]
Enhanced Fisher linear discriminart Liu [77]
(EFC)
Auto correlation coe cien ts Goudail [44]
Direct LDA (D-LDA) Yu [133
Direct fractional-stepLDA (DF-LD A) Lu [82]
Log transform Adini [2]
Gabor + EnhancedFLD (GFC) Liu [78]
Independent componert analysis(ICA) Bartlett [5]
Kernel PCA (KPCA) Kim [63]
Kernel direct discriminant  analysis Lu [81]
(KDD A)

Local | Elastic bunch graph Wiskott [1269
Eigennose, Eigeneye, Eigenmouth or Su[115]
Eigeneybrowv

Color | PCA in ead color channel Torres[121]

for all the related papersto nd out all the facial features, we

focus on nding the featuresin most popular papers or the-

state-of-the-art in the literature. Table 2.1 and Table 2.2 show

the facial featuresfound, and we only shav one of the reference
papersin the last column of the table to simplify the table.

2.1.1 Pixel

information

A facephoto or facesequencesare represeied by digital signal
In computer. Thesesignalsare the prime information of facial
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Table 2.2: Category of facial feature - Geometry

Features Reference

Geometry | Position | Iris certer Tian [119]
Mouth position Tian [119]
Cheektriangular position Tian [119]
Noseposition Brunelli [13]
Vertical position at the eye certer Brunelli [13]

Shape Iris radius Tian [119]
Mouth orientation Tian [119]
Faceelliptical shape Lanitis [70Q
Eye brow thickness Brunelli [13]
Four corner of the mouth Brunelli [13]
Eleven radii describingthe facechin shape | Brunelli [13]

Edge Nasolabialregion Tian [119]
Wrinkle (3 arealateral to eye outer corner) | Tian [119]
Coarsedescription of brow's arches Brunelli [13]

Line Edge Map Gao[41]

Distance | Distance of two blows Tian [119]
Mouth width Tian [119]
Nosewidth Brunelli [13]
Facebigonial or zygomatic breadth Brunelli [13]

Motion | Muscle action Tian [119]
Lips motion Tian [119]

feature. We called pixel value. Faceprocessingechnologiesare
mainly basedon the mathematical operationswith the pixel val-
ues. Within pastten years,researtiershad deweloped numerous
methodsto dealwith this basicinformation. Thesemethods can
be divided into three approades:

1. Global approad. This approad treats the wholeimageas
the input data. Two dimensionimage may transform to

one dimensionfeature vector for further processing.

2. Local approadr. This is a similar approad to the global
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oneexceptperforming part of the imageasthe input data
instead of the whole image.

3. Color information approad. Besidesgray-scaleintensity,
a color spacecortain more information than the gray-scale
level. There are many studies[90Q], [113, [6Y], [15], [62, [3],
[117 usedthe color information in various elds success-
fully. This is one of the most e cien t method for reducing
the seard spacein facedetection.

High dimensionality of the data is oneof the problemsin the
face-relatedwork. One of the motivations for this categoryis
to reducethe dimensionof the input data. The extracted coef-
cients form a feature vector whosedimensionis much smaller
than the original one. Besidesthis, the extracted vectors con-
tain more compactfeatures,that discard most of the uselessor
noisy information. Another motivation is that we do not need
to pre-de ned a model or apply human knowledgeon selecting
the features. Theseapproahesshould capture the most repre-
senativ e variability of facial appearance. We will discusseadt
method in later section.

2.1.2 Geometry information

The aim of this categoryis to retrieve an intermediate level of
facial feature from the input data. All the methods are based
on the pixel value. The characteristic of human face is being
employed to selectthe features. This pre-de ned model is rep-
resened by a set of geometrypoints or data that descrikesthe
information about the face. We can further summarizethese
methods into v e sub-categoriesaaccordingto their level:

1. Edge. This is one of the featuresthat we can easily re-
trieve from the image using edgedetector like Sokel Iter
or Canny lIter. Also cognitive psydological studies[10],
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[67] shav that human can recognizeline drawing as the
samespeed and the sameaccuracyas gray-level pictures.
This points out that edgeis one of the important features.

2. Position of the feature point. The points canrepresem cer-
tain information about the facesud asthe certer of the iris
and the position of the mouth. The geometry position of
the feature points help to build the pre-de ned model. Re-
trieval of thesefeature points requiresa high computational
e ort.

3. Distancebetweenfeaturepoints. The relationshipsbetween
feature points are recorded. The relative position of di er-
ernt feature can be calculated.

4. Shape of the feature. This is a group of feature points
that descrilbe the position and the outline of a feature. The
feature can be eye, eyebrown, nose,mouth, faceboundaries,
etc.

5. Motion of the feature. Geometry movemern of the feature
Is oneof the human signalsto represem their emotion. The
character of ead feature should be pre-de ned beforethe
extraction of e ectiv e information.

Researbers combine the human knowledge and basic pixel
information to form di erent high-level feature. Theseinterme-
diate featuresare employed in most of the face processingwork
including face detection, face recognition, expressionclassi ca-
tion, ageclassi cation, genderclassi cation and poseestimation.

2.2 Extracting and coding of facial feature

After we exploredi erent kinds of facial features,the next prob-
lem we needto investigatehow the featuresare coded. The ex-
traction techniquesand represetation methods are important
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Table 2.3: Coding methods for Face Recognition

Type Reference Methods
Linear-based| Turk [123 Principal Componert Analysis (PCA)
Brunelli [13] Geometricfeature-basednatching
Swets [116 Discriminant Karhunen-Loewe projection (DKL)
Belhumeur [7] Fisher linear discriminant (FLD)
Yu [132] Direct LDA (D-LDA)
Lu [82] Direct fractional-stepLDA (DF-LDA)
Liu [77] EnhancedFisher linear discriminant (EFC)
Bartlett [5] Independent componert analysis(ICA)
Goudail [44 Auto correlation coe cien ts
Kernel-based| Eickeler [33] Discrete Cosine Transform (DCT)
Sandersor{107] | DCT-mod2
Kim [63] Kernel PCA (KPCA)
Lu [81] Kernel direct discriminart analysis(KDD A)
Wiskott [126] Elastic bunch graph matching (Gabor wavelet)
Liu [78] Gabor + EnhancedFLD (GFC)
Edge-based | Takacs[117 Binary Image Metrics
de Vel [2§ Randomrectilinear line segmenh
Gao[41] Line Edge Map (LEM)
Other Torres[12]] Skin Color
Georghiadeq42 | lllumination Cone
Chua [20] 3D Point Signature (PS)

for classi cation especially for face recognition and expression
recognition. We will discussead of the areain this section.

2.2.1 Face recognition

We will discussthe face recognition problem in depth. Survey
for facerecognition[104, [123, [16], [4], [38] have beenpublished
about v e yearsago. Within the years,lots of new techniques
aredewelopedby researbers,that make signi cant improvemert
on the results. The recent methods utilized by the facerecogni-
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tion are shown in Table 2.3. We focuson the feature extraction
techniguesand facerepresemation methodsrather than the clas-
si ers, thuswe will not discusssomefamouslearning basedface
recognition methods sud as Support Vector Machine [103 [96]
[46], Self-OrganizingMap [71], Neural Networks [71], probabilis-
tic model [93 [109 [92] [139 and hidden Markov model [97]. In
general,there are mainly four typesof coding methods:

1. Linear-basedapproat. Thesearethe most commonmeth-
ods for coding the face. Linear mathematical transforma-
tion is appliedinto a setof training datato nd a mapping
function.

2. Kernel-basedapproad. Using kernel functions to decom-
posethe face, this approad performs nonlinear transfor-
mation on the face.

3. Edge-basedapproat. The faceis represeted by a set of
edgesthat are extracted from basicimageprocessingech-
niques.

4. Other approad. The previousapproadesextract the fea-
ture from the gray-scaleimages,color information are be-
ing discarded. Color spaceconversion may have a non-
linear transformation for the input pixel values,that helps
to extract someimportant feature from the color domain.
Besides2D information, researters have started to inves-
tigate the help of 3D information.

Linear-based approach

Turk and Pertland [129 applied principal componert analysis
(PCA) to facerecognition. This is a global method that treats
the faceimage as a two-dimensionalrecognition problem. The
face patterns are not randomly distributed. By usingthe PCA
deweloped by Sirovich and Kirby [111]], facescan be represemed
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In a more e cient way. They assumethat facesare upright at
normal to have a smaller set of two-dimensionalcharacteristic
views. They rst nd out the meanfaceimagefrom the training

set 1; 2; 3::7 M™m-

1M _ 2.1)

- M 01 ns .
and then calculate ead facedi erence

i = ; (2.2)

All the facedi erences form a large matrix and then perform
PCA to nd out the eigervectorsand eigervalues,that represen
the most expressie information from the facedistribution. The
covariancematrix is de ned as
1 M
C=— noo= AAT (2.3)
M n 1
wherematrix A = [ 1 »2::: m]. The eigervectors are then
sorted by their asseiated eigervalues,the rst m eigervectors
areselectedasprinciple componerts. The overall transformation
IS
Z = W;ca (2.4)

where Wy, is the projection matrix from the original image
spaceto the lower dimensionalspace. The projection of resul-
tant eigervectorslook like a face,that's why they called Eigen-
faces. Some of these facesare showvn in Figure 2.1. Figure
2.2 shows the original imagesand the reconstructedimagesare
shown in Figure 2.3.

Thesemethods greatly reducethe dimensionfrom the num-
ber of pixels (N) to the number of training images(m). The
computation time and store capacity can be saved. The recon-
struction of facesis possiblewhen the extracted features are
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Figure 2.2: Original images Figure 2.3: Reconstructedimages

projected into the eigenspaceplus the meanfaceimages. This
approad givesa great in uence in the literature.

Brunelli and Poggio[13 is one of the early method to com-
bine the useof geometryinformation and PCA method on face
recognition. The idea s to extract a set of parametersto rep-
resert the facial feature sud as eyes, nose, mouth and chin.
They calculate the horizontal and vertical gradierts to locate
the position of facial featuresand to form a 35-D numerical vec-
tor. The PCA method is applied to increasethe e ectiveness
of the feature vector. The extracted feature vectors from the
training data are suedto train a Bayesianclassi er for further
recognition. They give a direction for the usageof geometry
information on facerecognition.
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Figure 2.4: Geometricfeature (white) usedfor facerecognition. [13

Figure 2.5: Feature points for calculation of distancevector. [24]

Mixture Distancesare deweloped by Cox et al. [24] for face
recognition. They rst selecta setof facial featurepoints (Figure
2.5) manually andthen calculatea setof featuredistanceto form
a 30-Dfeaturevector. A mixture of mixtures techniqueis usedto
remove the uncertainty of choosinga particular order statistics
or model, that reported the bestresult. They demonstratethe
important of the use of mixture-distance instead of a simple
Euclideandistance.

Swets and Weng [119 proposed a method - discriminant
Karhunen-Lceve (KL) projection to solve the problem of de-
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generationthe within-class scatter matrix in small samplesize
(SSS). They suggestperforming two projections, i.e., the dis-
criminant analysis projection is performedin the spaceof the
KL projection. They rst project the N-dimensionalimage
spaceinto m-dimensionalspaceusing the KL projection. The
between-classcatter matrix is de ned as

X

Sg = Ni n 'nl'; (2.5)
n=1
and the within-class scatter matrix is de ned as
X X -
Sw = n n (2.6)
n=1 Xk2Xn

where | is calculatedfrom (2.2) and N; is the number of sam-
plesin classX,. To have a better discriminant power from the
data, the ratio of the determinart shouldbe maximizedby max-
imizing the between-classscatter while minimizing the within-
classscatter,

jWTSgWj
JWTSwWj
whereW is the projection matrix from imagespaceto the most
discriminating feature (MDF) space. The DKL projection to
the MDF spaceis

Wopt = arg max (2.7)

Z = W, (2.8)

where Wo: is the projection matrix from the image spaceto
the optimal space,and the nal dimensionof Z can be reduced
to the number of sampleclasses.The bene ts of classspeci c
linear projection is to achieve greaterbetween-classcatter that
help to increasethe correct classi cation rate.

Howewer, the KDL projection has somedi cult y when the
within-class scatter matrix Sy is singular. Belhumeur et al.
[7] modi ed the KDL projection to solwe this problem. The
method is called Fisherface,a derivative of sher linear discrim-
inant (FLD) [37]. They employ the standard FLD instead of
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Figure 2.6: Overview of the Direct LDA algorithm [132]

the linear discriminant analysisfor the secondprojection. The
new optimal projection matrix is

Wépt Wf Ideca (2-9)

where
Woea = arg manWTSTWj

jWTWpcaSBWpcaWj
JWTW .S WpcaW
Experimertal results demonstratethat Fisherfacemethod per-
forms better than Eigenface. Also, Fisherfacemethod can be
more robust than Eigenfacewhen handling variation in lighting
and expression. This is one of the best face recognition in the
literature.

The KDL and Fisherfacemethods are a two-stagemethod
usingthe technique of PCA and LDA-lik e approad. This is be-
causethe traditional LDA algorithm is computational expensive
and may be infeasiblewhen the dimensionof data is too high.
Yu and Yang hasproposeda direct LDA (D-LDA) algorithm for
high dimensionaldata [133. The key idea of the algorithm is to
discard the null spaceof Sg rather than Sy, in (2.7). The Sg
conains no usefulinformation while Sy, cortains the most dis-
criminativ e information. They reversethe diagonalizationorder
to achieve, that meandiagonalizethe matrix Sg rst and then
Sw. The conceptualoverviewis shavn in Figure 2.6. Fukunaga
[40] alsoshow that Fisher's criterion can be one of variant:

jWTSTWj
JWTSwWj

Wt g = arg max (2.10)

argmax (2.11)
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whereSt = S+ Sy is the total scattermatrix. The rst stepof
the proposedalgorithm will equivalenceto PCA method and the
remaining step will give the sameperformancewith Fisherface.
This algorithm provides an e cien t implemertation sincethey
perform without the PCA step and eliminates the problem of
singularin S,,.

Lu et al. introduce a new algorithm DF-LDA [82. This is
a conmbination of D-LDA and fractional step linear discriminant
analysisalgorithm (F-LDA) [80. The algorithm rst appliesa
new variant of D-LDA and then performs F-LDA to the data
set. The variant of D-LDA is to changethe Fisher's criterion
from (2.11) to
jWTSgWj
JWTSTWj-
That resultsin alow-dimensionalSSSiree subspacewithout dis-
cardingthe mostdiscriminant features. Besideghis, aweighting
function is introducedin D-LDA for sub-sequen F-LDA to re-
orient the subspacento a set of optimal discriminant features
for facerepresemation. The paper made a comparisonamong
Eigenface,Fisherface,D-LDA and proposedmethod. The ex-
perimertal resultsshown that DF-LDA acdhievesthe lowest error
rates on two popular facedatabases.

Liu et al. [77] proposedan enhancedFisher classi er (EFC)
that integrated the pixel and geometryinformation to enhance
the recognitionmethod. A similar approad is early proposedby
[69). The EnhancedFLD Model (EFM) [75 is employedonthese
two features. The geometryfeaturesare selectedmanually from
the image. Figure 2.7 shows the cortrol points that represeis
the shape of a faceimage. The feature points include eyebrows,
eyes,nose,nasolabialregion, mouth and faceboundary. A mean
shapeis rst calculatedby averagingthe aligned faceimagesof
the training images. All the face imageswill be normalized
to a shape-free face image by warping the original image to

argmax (2.12)
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Figure 2.7: The cortrol points for EFC. Left: the shape of a face image
represeted by 32 cortrol points (white circles). Right: the distribution of
the aligned shapesof the training images.[77]

the meanshape. Using PCA, the lower dimensionalshape and
texture featuresZ are then integrated using the normalization
equation: 0 vy ’
Z=0_1 2_A
KY1k KY2k
where Y; and Y, are the projection matrix of shape spaceand
texture spacethat calculatedby (2.4), respectively. They treat
the pixel and geometryinformation asequalimportant discrim-
inating power. The within-class covariance matrix Sg of Z is
calculatedby (2.6) and the between-classovariancematrix Sy
of Z is calculated by (2.5). EFM rst diagonalizesthe matrix
Sw to nd out the eigervector E and the diagonal eigervalue
V. A new between-classovariancematrix is computed

(2.13)

E VISVE 2= Ky,
and diagonalizethe new matrix Ky,
Kp = and ' =1

where ; arethe eigervector and the diagonaleigervalue ma-
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Figure 2.8: The model of ICA. The imagesin X are consideredto be a
linear conmbination of statistically independen basisimageS, whereA is an
unknown mixing matrix. The basisimageswere estimated as the learned
ICA output U. [5]

trices of Ky,. The overall projection matrix of EFM is:
Wem = EV 172 (2.14)

and eat new faceimageare to computethe integrated feature
Z and then the new feature X:

X = W} Z: (2.15)

They shawv that the cortour of the face is one of the impor-
tant discriminative featuresand the pixel information takesthe
internal facial featuresas the discriminative features. This ap-
proach also yields the best recognition rate (98.5%) even only
25 featureswhen comparewith the Eigenfaces.

Independert componert analysis(ICA) is being usedfor face
recognition by Bartlett et al. [5] recenly. There are se\eral al-
gorithms for performing ICA. The infomax algorithm deweloped
by Bell and Sejnavski [8] are chosenin that paper. The basic
conceptfor ICA is to de ne a model for the obserned multiv ari-
ate data from a setof training data. Figure 2.8 shavsthe model
of ICA. Assumethat the pixel valuesin faceimageswere gen-
erated from a linear mixing processand have a super-Gaussian
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[CA representation ={ by, ba, .., by )

Figure 2.9: The represetation of ICA. The independen basisimagerepre-
seration consistsof the coe cients, b, for the linear combination of inde-
penden basisimages,u, that compriseseat faceimagex. [5]

responsedistribution. PCA is applied to reducethe dimension
of the data and the rst m principles eigervectorsof the image
set Py, is chosen.The independent sourceimagesin the rows of
U is producedby performing ICA on Pl

Pr =W, U (2.16)

By minimized the squarederror of the reconstructionof the Py,
Rm = XP + m, the error appraximation of X is obtained by
X = RnPI. Thus, combine with (2.16),

X = RpPl = RnyWW, U = R,W, U (2.17)

where W, is the sphering matrix producedby ICA and W, is
the full transform matrix of ICA. The coe cients for the lin-
ear conmbination of independer sourcedJ canbe retrieved from
RnW, L. Figure 2.9 shaws the represemation of ICA. A com-
parative assessmerof ICA for facerecognitionalsoprovided by
Liu and Wedsler[74] and shoved that ICA can outperform the
PCA method. The reasonis that ICA can extract higher order
statistics than PCA's secondorder covariance decomosition.
Goudail et al. [44] employed the local autocorrelation coef-
cients to represen a face. The method usesdi erent kernels
(Figure 2.10)to scanthe imageand the product of pixel marked
in black is computed. We can formulate the equation of the co-
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Figure 2.10: Set of autocorrelation kernelsusedfor feature extraction. (a)
The kernelsusedfor 3 3 pixels neigtborhood. The order of a kernel is its
number of active pixels minus 1. (b) Example of scaling of the kernel from
sizeof 3 3to sizeof 5 5 pixels. [44]

ecient: P Q| o
Cy= M 170 2.18
k > (2.18)
wherek is the kernel, m is all the possiblescanwindow inside
the image, n is all the pixel inside the scanwindow, I is the

intensity value of the pixel(i; j ) and Bj; is the boolean value of
the active pixel in the kernel. The storagespacefor represeting

a faceis very smalland do not have the problem of small sample
sizefor training the system. The classi cation procedureis also
e cien t.

Kernel-based approach

There are se\eral papers using the 2D Discrete Cosine Trans-
form (DCT) coe cien ts asthe features[97)], [66]. Eickeleret al.
[33] proposedoneof the represemativ e approad using 2D DCT
coe cien ts for facerecognition. An imageis rst compressedn
JPEG standard and then calculatesthe obsenation feature vec-
tor usingthe DCT. Ead pixel in the samplingwindow (N N)
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Is transformed accordingto the equation:

1 0 1
: (2x+ 1u COS@(2y+ u

% 1 1 °
Cu;v)= (u) (v) f (X;y) cos@

x=0 y=0 2N 2N
(2.19)
where
8
2 pL : forw=0
w) =, N o :
TPz forw=12::::N 1

The DCT transforms the information from spatial domain to
frequencythat can compactthe energywell. The rst 15 coef-
cients are extracted to form the feature vector. The vector is
de ned as:

x=[c c o chiT (2.20)

whereC{“V) isthe nth DCT coe cien t and M is the dimensionof
the vector. The method can processon the JPEG and MPEG
standard to retrieve featuresdirectly. This is an e cient and
powerful approad for analyzing huge multimedia resourcesud
asvideoin digital library.

Sandersonand Paliwal [107 introducedthe DCT-mod2 ex-
traction technique that improve the previous method so that
the extracted featuresare more insensitive to the illumination
direction. They analyzethe DCT coe cien ts and concludethat
the Oth DCT coe cien t isrelatedto the meanintensity valuein-
sideead block window that will be a ected by the illumination
changedirectly. Furthermore, the rst and secondcoe cien ts
re ect the averagehorizontal and vertical intensity changes,re-
spectively. They de ne the nth delta coe cien t for the replace-
mert of the rst three DCT coe cien ts:

"KL kheC,

zc(uv) = g K k2 (2.21)
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finear PPCA ALY = (X3)

Figure 2.11: The basicidea of KPCA. [11]

whereh is a 2K +1 dimensionalsymmetric window vector,

8
_ 2 h for horizortal delta coe cient

Z= _ _ and
v f or vertical delta coe cien t

>

8
c. - 2 C{UV*K) f or horizontal delta coe cient
* 2 clutkv) for vertical delta coe cient

The original DCT feature vector (2.20) is changedto:

X = [ hCo VCo hC1 VC1 hCz VC2 C3 Cs i Cum 1]T
(2.22)
where the superscript of (u;Vv) is omitted for simpli cation. A
various light illumination testing image is usedin the experi-
ment. The result shows that it outperformsthe other methods
in terms of the variety of lighting direction and executiontime.
Kim et al. [63] employed the kernel-basedPCA (KPCA)
method to extract the facial feature. This method is early in-
troducedby [11Q, [95. The basicidea of KPCA cortains two
steps. The rst stepis to map the original data x into a fea-
ture spaceF via a nonlinearmapping . Figure 2.11shavsthe
idea of nonlinear mapping. The secondstep is to perform the
linear PCA that we have discussedn early sectionin F. The
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covariancematrix in F is di erent from (2.3),

1w

C
M =1

x )" (2.23)

To solwe the eigervalue equation,

V=CV (2.24)
where OandV 2 FnfOg. The solutionsV lie in the span
of (X 1);:::; (X ) andthe coecients (i = 1;:::; M) sud
that

M

V= i (X i): (2.25)

i=1
Considerthe equivalent equation

(XK V=(xg CV) forallk=1;:::;M: (2.26)

De ning anM M matrix K that canbe expressedn terms of
the dot products of two mappingsby

Kij = (i) () = kXi;x): (2.27)

Now, solve the equation

M =K (2.28)
for nonzeroeigervalues | and eigervectors ' = ( ;i )7
subject to the normalization condition (' ') = 1. The

polynomial kernel with degreed is chosenfor the non-linear
mapping g,
0 2 14
(a®) o) =@ X yid = (x Y% (2.29)
1=

The input data x are projected onto the eigervector v' in F,
wherethe inner products are computed. The Ith nonlinear prin-
cipal componert is calculatedby linearly combination of weights



Chapter 2 Facial Feature Representation 30

l'land . One of the propertiesis that the number of extracted
principal componerts can be more than the dimension of the
input data. There are disadvantages of using kernel PCA to
extract features,i.e., the reconstruction of the original pattern
usingthe extracted principal componerts is not a easytask when
comparewith the linear PCA method, and the computational
complexity is more expensiwe than its linear method.

Di erent kernel version of linear-basedmethods have been
deweloped and applied on face recognition problem. Besides
KPCA, anenhancedkernelD-LDA method (KDD A) is proposed
by Lu et al. [81]. KDDA is a derived method of D-LDA and
generalizeddiscriminant analysis (GDA) [6]. This method is
similar to DF-LDA [82] exceptthe kernelfunction is beingused.
For two arbitrary classZ, and Z,,, a C; Cj dot product matrix
K,n canbe de ned as

Kinh= k(Z”;Zhj) = i hj - (2.30)
Thenal L kernelmatrix K is de ned for non-linear mapping
K = (Kin)i=1;::¢ h=1;:c: (2.31)

They alsomodi ed the Fisher'scriterion from (2.7) to (2.12) to
solve the singular problem. A low-dimensionalrepresetation y
onzis .

Y= Em b P W (1§ (2) (2.32)

where P are the eigervectorsof input data. KDDA providesa
nonlinear mapping for high dimensionaldata into a "linearized"
and"simpli ed" featuresub-spacelikeDF-LDA, the SSSprob-
lem can also be solved and retrieve the optimal discriminant
subspaceof the feature spacewithout losingany signi cant dis-
criminant information. The experimertal result showvs that the
recognitionrate is superior to KPCA and GDA on a multi-view
face database. This may due to the non-linear property of dif-
ferent posesof the faceimages.
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Another famousapproad called Elastic Bunch Graph match-
ing (EBG) is proposedby Wiskott et al. [12G§[127. A similar
ideais early proposedby Ladeset al. [68], and has beenused
by [72. They usethe conceptof labeled graphs [14] together
with the Gabor wavelet coe cien ts to represemn a face image.
The faceimageis corvolution with the Gabor Iter, the resultis
shavn in Figure 2.12. Position information of a faceis usedto
deformthe image plane and the edgesare labeledwith the dis-
tance information. Gabor wavelets are biologically motivated
convolution kernelsthat consist of plane waves and Gaussian
envelope function [26]. Each node in the labeledgraph are rep-
resened by Gabor wavelet coe cien ts called jets. A mother
kernelsis de ned as:

2 0 -2x21 2 0 ,13
j (¥) = S exp@ ﬁA 4exp iRjx  exp@ EAS (2.33)

. v 2
wherek; is the vector of plane wave and exp RZ'—XZ arethe re-

striction of the Gaussianervelope function. A setof jets cortain
5 di erent frequenciesjndex = 0, :::, 4, and 8 orientations,
index =0;:::;7,

Ji (%) = a exp(i ;) (2.34)

where g is the magnitudesof the jet, that slowly vary with
position, and phases ; that rotate at a rate approximately de-
termined by the spatial frequency The width  of the Gaussian
Is corntrolled by the parameter = 2 . The secondterm in the
bracket of (2.33) makesthe kernelsDC-free. The value of K; is

expressedwith:
0 K 1 0 K .1
- cos 22
R=@XA=-@ """ Ak =272 ' = _: 2.35
ok k sin’ g (239
with indexj = +8 . All kernelsaregeneratedrom onemother

wavelet by dilation and rotation becausehe family of kernelsis
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Figure 2.12: The graphrepresetation of afaceis basedon the Gabor wavelet
transform, a convolution with a set of wavelet kernels.
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Figure 2.13: Object-adapted grids for di erent poses.[12§9

self-similar. A setof ducial points is usedto represem the face
Image sud as the pupils, the eyebrows, cornersof the mouth
and the tip of nose. A labeledgraph G is object-adapted, that
represems a face consistsof N nodes on these ducial points
at positions ¥, and E edgesbetweenthem. Figure 2.13 shows
someexamplesof the labeledgraph. This deformablemodel and
the useof Gabor waveletscanresistthe variation of translation,
scaling, rotation in head pose, and deformation due to facial
expressionin the image plane. Pro le view of faceimagescan
alsoberecognizedyy theseapproades. Gabor Wavelethasbeen
employedin various pattern recognition areas|9].

Liu et al. [78], [76] conmbined the technique of Gabor wavelet
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and EFM to form a novel Gabor- sher Classi er (GFC) for face
recognition. They rst usethe Gabor kernel ., (2.33)to gen-
erate a set of Gabor feature O.,(z) from imagel,

Ouv(2) = 1(2) uv(2) (2.36)

wherez = (x;y) and denotesthe corvolution operator. The

Gabor featureis then downsampleby a factor of p to reducethe

spacedimension,and normalizeit to zero meanand unit vari-

ance. The normalized feature vector Off) is then concatenated
to form the augmened Gabor feature

t t t t
®= ofy off OfF (2.37)

The EFM will be applied on the augmened Gabor feature )
to further reducethe dimensionof the data and to extract the
most discriminative information. Using (2.14), the nal feature
vector is de ned as

®=w., ©: (2.38)

Their experiment shows that the proposedmethod can adchieve
100%recognition rate using 62 featureson a data set from the
FERET database. This may due to the usageof the Gabor
wavelets that are optimized for face processingproblems and
EFM's discriminatory power.

Edge-based approach

Edge information is being usedin wide range of pattern recog-
nition tasks, howewer it has beenneglectedin face recognition
for a long time.

Takacsand Wedhsler [117 usedthe binary image metrics to
comparefaces. They proposeda shape comparisonmethod that
operateson edgemapsand derivessimilarity measuresisingthe
modi ed Hausdor distance[31]. Sokel edgedetectionis applied
and thresholdedusing an adaptive technique to form the binary
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faceimage. This imageis scaledto N M pixels to represen
the facein the database. A simple distance similarity measure
Is usedfor classi cation. The dimension of extracted features
can be as low as 1% of the original image and the proposed
method is robust to illumination changedueto the insensitivity
of edge. Howewer, this pixel-wise template matching method
doesnot include the geometryinformation of featuresand can't
deal with the imagethat variant in pose.

de Vel and Aeberhard [28 proposeda method of using the
intensity valuesof line segmets asthe represetation of faces.
They rst de ne afaceboundary and then randomly choosetwo
pixels (py; p2) insidethat faceboundaryto form arectilinear line
segmelts L(py; p2). Ead faceclassFy in the training set of Ty
imageof di erent viewsis represeted by Ny = Ty N, lattice
lines. The distance measurebetweentwo linesL,.s and L., is
de ned as:

|
D(Lisilma)= (LT L+ ) (239)
=
forrrm = 1;2::::Ny, and s;n = 1;2::::K, where is the
compensatevalue for the illumination by shifting two lines to-
wards the samemeanvalue. The bene ts of this approad are
computationally e cient, robust to variations in scale,expres-
sion and light condition. One assumptionfor this approad is
that faceboundary is known. Thus, the occludedfaceareawill
a ect the recognitionresult.

Cognitive psydological studies [10], [67] shov that human
can recognizeline drawing asthe samespeedand the sameac-
curacy as gray-level pictures. This points out that the edgeis
one of the important features. The previous method employs
the Hausdor distancethat only usesthe spatial information
of an edgemap; the location of featuresis being ignored. Gao
and Leung[4]] had modi ed the distance measuremethod and
proposeda face recognition method that is basedon the Line
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Figure 2.14: An exampleof LEM. [41]

Edge Map (LEM). They also introduce a novel Line Segmen
Hausdor Distance(LHD) for the distancemeasuremen of two
segmets. This approad conbines the geometry information
and pixel information into consideration. It rst groups the
pixels of face edgemap to line segmets and then performs a
thinning operation. Finally, a polygonal line tting processis
applied to form the LEM of a face. Figure 2.14 showns an ex-
ample of LEM. The edgeinformation is expectedto be more
robust in illumination changes. This is one of the advantages
of intermediate-le\el features. Besidethis, the face pre ltering

Is alsopossibleto speedup the seardiing of imagesin the huge
databasewhile the other approadescan't be achieved. These
preprocesof LEM matching givea greatcorveniert in faceiden-
ti cation. Experimenal resultsshow that the proposedmethod
can perform better than the well-known Eigenfaceapproad.
The LEM method can give researter a new conceptfor coding
and recognition faces.

Other approach

Most of the-state-of-the-artmethods are basedon the gray-scale
image and the color information has beendiscarded. Howeer,
somestudies shav that the color information can improve the
performanceof the original method.
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The original Eigenfacemethod usesthe luminance compo-
nert only. Torreset al. [12]] stated that color information can
improve the recognitionrate. They apply the PCA method on
di erent color channel independerly to extract the principle
components. The global distance betweenthe test image and
the training data is calculated by the weighted sum of di er-
ert channels. Experimerts are doneusing se\eral color shemes
sud asY, RGB, YUV and SV. The results show that the per-
formanceof YUV and SV are much better than the original
approad (Y). This may due to the non-linear transform of the
color space,that corntains more discriminant information.

Skin color information also being as feature for faceveri ca-
tion. Marcel and Bengio [84] encaled the color histogramsto
form a feature vector, and Multi-La yer Perceptrons(MLP) is
senedasclassi er. They rst transform the color spaceto nor-
malizedchrominancespace(r-g) and calculatethe histogramsof
eat channel. The histogramsare then quartized into 32 levels
and concatenatedo form the featurevectorwith 96 (32x3) com-
ponerts. This feature vectorwill feedinto the MLP for training.
The experimertal results shov decreaseon the error rate when
color information is involved.

Besidesthe above methods, researters start to useor con-
struct 3D information for facerecognition. There are other ap-
proaches deeloped by researtiers basedon face syrnthesis. Il-
lumination Cone is one of the novel approates deweloped by
Georghiadeset al. [43, [42. A set of controlled face images
Is neededfor calculating the corvex Lambertian surfaceof ead
class. The shape and albedo of the face can be reconstructed.
lllumination approximation is possiblein a low-dimensionalsub-
spacethat enhanceghe robustnessof recognitionunder a large
range of poseand lighting condition.

Tanakaet al. [119 represets the facesusing Extended Gaus-
sian Image (EGI). By mapping principal curvatures and their
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Reference Diregtion

! \\_J Figure 2.16: The extracted rigid
faceregionsof three persons.[20]

Figure 2.15: De nition of point sig-
natures [20]

directions at ead pixel, two typesof 3D directional facial fea-
tures, ridge lines and valley lines, are extracted to form feature
vector. The sher's sphericalcorrelation coe cien t of ridgelines
andvalley linesare usedasthe similarity measure.Howeer, the
performanceis not as good as other methods.

Chua et al. [20] introduce point signature (PS) [19] for face
recognition problem, that is a represemation for free-form sur-
faces. PS are represeted by the signed distance and corre-
sponding clockwiserotation angleat eat point alongtwo refer-
encepoints. Figure 2.15shows the de nition of point signature.
They treat the face as a 3D non-rigid surface object. A set
of imageswith dierent expressionds registeredto form two
facesurfaces.Afterward, the rigid parts are found out from the
non-rigid parts. Figure 2.16 shows the extracted rigid facere-
gion. The non-rigid regionswill have high registration errors
that needto ignore for building the facemodel. The matching
Is acceptedwhenall the di erence betweenead distancepair is
smallerthan athreshold. Phaseshifting is possibleto reducethe
error when more than onelocal maximum inside the signature.
The represemation of PSis a simple 1D feature vector, thus the
matching processis fast and e cient. The surfaceof facescan
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be descriked more completely that help for recognition. More-
over, it is invariant to translation and rotation. Howewer, the
proposedalgorithm only beingtestedin 6 facerangeimagesand
the evaluation of large data set is omitted.

3D feature points are integrated with 2D feature points for
facerecognition by Wang et al. [129. Gabor wavelet Iters are
applied on the ten 2D feature points while point signature are
usedto represemn the four 3D feature points. The shape and
texture featuresare extracted from 3D feature points and 2D
feature points, respectively. PCA method is applied to reduce
the dimensionof feature vector and they choosethe SVM asthe
classi er for the recognition. They demonstratethe improve-
ment of performanceusing fusion of 2D and 3D information.

2.2.2 Facial expression classication

Human's emotion can play an important role in interpersonal
comrmunication, this brings out the facial expressionclassi ca-
tion problem for human-computerinteraction. Most of the re-
searter hasfocusedon recognizehe facial expressionn term of
action units (AUs) of the Facial Action Coding System(FACS)
that is deweloped by Ekman and Friesen[34]. They de ne 44
FACS AUs and 33 of those are related to the cortractions of
speci ¢ facial muscles. The upper face cortains 12 AUs while
the lower facehas 18 AUs. By conmbining di erent AUs, most of
the human emotionscan be expressed.The main problemsare
how to extract the featuresand to represem the features. The
recern technigquescan be divided into three main categories:

1. Optic ow estimation approad. Muscle cortraction is one
of the key factors for facial analysis. The usageof optic
o w can estimate the motion of the muscles.

2. Global analysisapproad. This is a similar technique that
applied in facerecognition. The pixel information is pro-
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cessedy linear transformation or kerneldecomysition to
retrieve the features.

3. Local analysisapproad. The di erence betweenlocal anal-
ysisapproad and global analysisapproad is that local ap-
proach performsthe ltering on part of the image as the
input data instead of the whole image. The subsetof the
imagesis usually smallimagepitcher nearthe facial feature
sud aseyes,noseand mouth.

In the following section,we will have a generaloverview about
di erent approadesfor expressionrecognition.

Optic o w estimation approac h

This is the most commonmethod that researbershave focused
on facial expressiorrecognition. Mase[88 rst usedthe optical
ow to estimate the motion of the facial muscles. Essaet al.
[39 introduced the distributed responseof a set of templates
to obsene a given facial region. Both skin and muscledynam-
ics are descriked by a physical model, and the muscle cortrol
variables are estimated. Essaand Perntland [36] modi ed the
previousapproad by using an optimal optical ow method. A
looping-systemis usedfor the correction of the physical model.
The systemcan learn the "ideal" spatio-temporal patterns for
coding, interpretation and recognition of facial expressions.
Yacaoob and Davis [129 worked without the physical model
and basedon the statistical distribution of the motion direction
eld to classifythe expressionghat are constructedby a mid-
level symbolic represemtation. Ead feature is represeted by a
rectangular window rather than a set of cortrol points. This
tracking algorithm combinesthe spatial and temporal informa-
tion at ead frame. The ow magnitudesare computed by the
optical ow eld andthe motion vectorsare quartized into eight
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Figure 2.18: Feature points of the
Figure 2.17: Featurepoint marking. model on a training image. [69]
[21]

directions. The six expressionsre recognizedvhenthe satisfac-
tory actions are detected. Rosemlum et al. [104 extendedthe
former approad and applied the Radial Basisfunction Network
for classifyingthe facial expression.

The previous approadesrecognizefacial expressionsnto a
small set of prototypic expressionsud ashappinessor sadness.
Cohn et al. [2]] suggestedthat human's emotion expressions
are complexand varied. The prototypic expressionseldomoc-
cur in daily life. Thus, they capture the full range of emotion
expressionoy discriminating the subtle changesin facial expres-
sionthat basedon feature point tracking. Figure 2.17shavsthe
manually marked facial point for tracking. The displacemen of
di erent feature points are usedto form ow vectorsthat will
be appliedthe discriminant function analysisto extract the high
level features.

Global analysis approach

The PCA method hasbeenappliedonthe expressiomrecognition
by Lanitis et al. [69. They proposeda generic,compact and
parameterizedmodel to represen the facial appearance. The
model is generatedby a set of feature points asshown in Figure
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2.18. A meanshape and meanimage are rst calculated from
the training images. All the faceimageswill be normalizedto
a shape-free face image and transformed to the mean shape.
The Active Shape Model seart (ASM) [22] is employed to de-
form the original image into the shape-freeimage. The PCA
technique is applied to extract the feature parametersboth in
the shape model and gray-scalemodel. That paper had shovn
the possibility of applying the genericapproad that includes
pose estimation, personidenti cation, genderrecognition and
expressiorrecognition.

Kimura and Yadida [64] performedPCA on the motion vec-
tors to form a 3D emotion space. Potential Net model is used
for extracting motion ow of facial expression. The displace-
ment vector is calculated from the position of deformedgrids
and PCA is performed on thesevectorsto form the subspace.
Ead of the expressiongs descriled by the top three principal
componerts and the degreeof them is estimatedby the distance
from the origin point.

In previousstudy [7], FLD canimprove the recognition per-
formance when comparewith PCA. Donato et al. [30] apply
the FLD method for the expressionrecognition. The linear as-
sumption for facial expressionclassi cation is that the images
of a facial action acrossdi erent faceswhile the imagesof the
samepersonlie in a linear subspacdor facerecognition. They
called this method as FisherActions. The stepsof the method
are already explainedin previous sub-sectionface recognition.
The goalisto nd a transformation matrix by (2.10).

BesidesFisherActions, Donato et al. [3(] also applied ICA
for facial expressionrecognition. The procedureof performing
ICA is similar to that usedin facerecognition. ICA can pro-
cesshigh-order dependenciesf the image setinclude nonlinear
relationshipsamongpixel information while PCA and FLD are
basedon second-ordedependencies.Howeer, the inherert or-
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dering of the independert componerts is not known. They de ne
the ratio of between-clasgo within-class variability r, for eat
coe cien t

r = between (2-40)

within
where peween = Piéaig ay)? is the variance of the j class
meansand winin = j i(@j«k aij-k)2 is the sumof the variances

within ead class. The independert componert represemation
Is selectedby the rst p independert componert accordingto
the classdiscriminant power. ICA gave the best performance
amongse\eral methods that descriedin their paper.

Honget al. [54] applied the ideaof EBG for facial expression
recognition. A personalizedgallery, that cortains imagesof the
samepersonwith di erent facial expression,s constructed for
ead person. Node weighting and weighted voting are usedfor
classi cation of expression.Gabor feature spaceis also optimal
in high frequency componerts. This provides a good method
for represeting feature of facial expression. Lyons et al. [83
conbinethe Gabor waveletrepresetation andthe grid represen-
tation of faceto form a labeled graph vector (LG vector). This
LG vectoris rst performthe PCA to reducethe dimensionand
then LDA is usedto clustersthe facial attributes. This method
can be generalizedto perform on facial expression,genderand
racerecognition.

Zhanget al. [134 proposeda method that combine two types
of features. Oneis the geometryposition of 34 facial points and
the other oneis the Gabor wavelet coe cien ts with 3 di erent
scalesand 6 di erent orientations. Eadh image is convoluted
with the Gabor kernelsto form a 612(3x6x34)-dimensionavec-
tor for further process.A multi-la yer perceptronis usedto train
the system. The experiment results shav that the number of
hidden nodescan be reducedwhen using both the Gabor coef-
cients and geometrypositions.
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Figure 2.19: Example of nasolabialfurrows, nasalroot, and outer eye corners.

[119

Local analysis approach

Permanern facial featuresand transiernt facial featuresare ex-
tracted for expressionrecognition by Tian et al. [119. The
permanen features include brows, eyes and mouth, that are
commonlyusedby other approades. The transient featuresare
producedby cortraction of the facial musclesor by aging e ect
that include facial lines and furrows. Figure 2.19 shows an ex-
ample of furrows near the noseregion. Canny edgedetector is
usedto quartify the amourt and orientation of furrows. These
featuresare translated to a set of parametersthat descrike the
position, shape and orientation of the features. The parametric
descriptionsof featuresare then passednto the neural network
for training and recognizing. The experimertal results show
that the parameterization of facial featuresperform well when
comparewith the template-basedapproad.

Donato et al. [30] de ned local Iters basedon the Gabor
wavelet decomposition for expressionrecognition. This method
Is deweloped basedon Ladeset al. [68]. The mother kernel of
Gabor wavelet 2.33) is usedto generatea setof lters to convo-
lute with the original -image. The outputs jets calculated by
(2.34) weredownsampledby a factor q to reducethe dimension
of the output data and normalizedto unit length. Figure 2.20
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Figure 2.20: An exampleof the Gabor decomposition (a) Original -image.
(b) Gabor kernels(low and high frequency)with the magnitudeof the Itered
imageto the right. [3(]

shavsan example. The resulting outputs form the featurevector
for further similarity measureand classi cation. By observing
the experimertal result, they concludethat higher spatial fre-
guency bands of the Gabor Iter represetation cortain more
information than that of the lower frequencybands.

We have summarizedthe techniquesusedto extract the fea-
tures for facial expressionrecognition. We nd that the repre-
sertation methods are very similar to those of face recognition
exceptthe optical ow for detectingthe motion of muscle.

2.2.3 Other related work

Besidethe facerecognition and expressiorrecognition, agepre-
diction is a tough problem on face processingeld. Researber
hasput much e ort to improve the accuracy howewer, the tech-
niques are not mutual. One argumen of the problem is that
even if human still cannot have con dent to con rm the cor-
rectnessof results.

Tiddeman et al. [120 proposeda wavelet basedmethod for
transforming facial feature. They rst construct a shape model
by averagingthe position of the feature points,

x0= Xs+ (Xp2  Xp1) (2.41)
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Subject Crestinaticn Source e

Figure 2.21: The shape and color transformation process: (a) De ne new
shape, (b) warp subject and prototype into new shape, and (c) transform
colorsat eat pixel. [120]

wherex; is the original shape vector, x{ is the transformedshape
vector, and Xp; and Xp; are the normalized sourceand destina-
tion prototype shapes, respectively. ASM [22] are applied to
place these feature points and warp the original image to the
mean shape. A color model is then calculated by the mean
color,

=c+ (o Cp) (2.42)
wherecs is the warpedimage,c is the nal transformedimage,
and ¢y and c,; are the warped sourceand destination proto-
typeimages,respectively. Figure 2.21shawvsthe transformation
processof the shape and color from a younger adult (approxi-
mately 30 yearsold) to an older adult (approximately 60 years
old). Howewer, they point out that the wrinkles aren't captured
in their prototype image. The texture-enhancedfacial proto-
type is suggestedoy them. A wavelet-basedmethod is early
introducedin [114 for texture image. The usageof waveletis to
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adjust the amplitude of edgedn the prototype image. A variety
of di erent edge-detectingwavelet lters at di erent scalesand
orientations are appliedin that paper. A locally weighted mea-
sure of the edgestrength at ead point (x;y) in a particular
wavelet subbandw is de ned as:

w(X;y) = he hy Jwix;y) ] (2.43)

whereh, and hy arethe 1D cubic B-splinesmoothing lers, used
to lter ( operator) along x and y axes, respectively. These
valuescan be usedto amplify the edgesof the shape and color
prototype w to have more represetativ e local values:

w(x; y) (X y) (2.44)

w(X; Y)
where  is the smoothed magnitude of subbandw of the shape
and color prototype at pixel (x;y) and v is the wavelet trans-
form of the resulting texture-enhancedprototype. The texture-
enhancedtransformation processis showvn in Figure 2.22. The
experimert results shav that the averageperceived agefor ap-
plying the texture-enhancediransformation are v e times more
e ective.

Lanitis et al. [7(] presented one of the rst papersto focus
on aging variation in a systematicway. A shape model and an
intensity model are built for the approad; this ideais basedon
[69. The principle componert analysisis performed on these
two modelsto reducethe data dimensionality. Detailed proce-
dure and descriptionare presetted in [69. The original imageis
rst applied active appearancemodels (AAM) [32) to locatethe
landmarks for deforming the shape into the meanshape. The
e ect of the model parametersis shovn in Figure 2.23. Aging
functions age= f (b) are aimed to isolate the aging variation.
Three formulations: a linear, a quadratic, and a cubic are de-
ned as

V(X y) =

age= oset + w{b (2.45)
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Figure 2.22: The texture-enhancedtransformation process. Wavelet pyra-
mids from these two imagesare built and the magnitudes are calculated.

[120

S

age= o set + w{ b+ wj (kP (2.46)
age= o set + wj b+ wj (b?) + w3 (b°) (2.47)

where?; b® are vectorscortaining the squaresand the cubesof
the 50raw model parameters respectively, wi; wy; w3 arevectors
cortaining weighs for eat elemerts of b;l?; b?, respectively. Ge-
netic algorithm is usedto calculatethe optimum parametersof
the agingfunction to minimize the di erence betweenthe actual
agesof training imagesand that of estimatedone. By usingthe
aging function, a set of raw model parameterscan be corverted
to an estimatedage:

b=f (age): (2.48)

The facial appearanceof an individual canbe simulated or elimi-
natedfor di erent ages.The newmodel parametersof the target
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Figure 2.23: The e ect of the must signi cant model parameter[70]

ageis de ned as:

h i
Phew = Bhow + fp 1(ag¢1ew) fp 1(ag¢10w) (2.49)

where b, are the face parametersfor the given face image,
age,, Is the estimatedageof the subject in the image,age,,, IS
the target age, by are the estimated model parameters. This
approad can help to predict the facial appearanceof wanted or
missingpersonsfor seeral yearslater. Also, the currernt records
of the face databasecan be updated using the automatic age
simulation.

2.3 Discussion about facial feature

Facial feature extraction method is the mostimportant part for
facerecognition. In this section,the performanceevaluation and
the ewlution of the facerecognition are presered.
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Table 2.4: The most famousface databasefor facerecognition

Data set

Description |

MIT Media Laboratory [122]

16 subjects with variants in scale, lighting and head rota-
tion

ORL Database (AT&T)

10 dieren t images of each of 40 distinct subjects

Yale Database

11 images per subject, 15 individuals, Images with expres-
sions, glassesand di eren t illumination changes

Yale Database B [42]

10 subjects each with 9 posesx 64 illumination conditions

FERET Database [102]

A large database that more than a thousand of subject
and Images with dieren t expressions, dieren t pose and
dieren t lighting conditions

UMIST Database [45]

564 images of 20 subjects. Images with variant in poses
from prole to frontal views, race, sex and appearance

Univ ersity of Bern Database

300 frontal images and 150 pro le images of 30 subjects

Purdue AR Database [87]

Over 4,000 color images of 126 subjects with dieren t ex-
pressions, illumination conditions and occlusions

M2VTS Database [11]

37 dieren t subjects and 5 multimo dal shots for each sub-
jects

The Extended M2VTS Database

(XM2VTS)[91 ]

Four recordings of 295 subjects head shot with rotation,
that taken over a period of four months. high quality colour
images, video sequencesand a 3d Model

Univ ersity of Stirling Database

35 subjects with 3 posesand 3 expressions

Table 2.5: Other facedatabase

Data set

Description

Harvard Database [51]

10 subjects each with 5 cropped, masked, single
light source, frontal-view images

Shimon Edelman's Database

28 subjects each with at least 60 images, variants
in pose, illumination and expression

(JAFFE) Database [83]

The JapaneseFemale Facial Expression

10 Japanese female models with totally 213 im-
agesof 7 facial expressions

University of Oulu
Database [85]

Physics-Based

125 subjects of color images with variants in illu-
mination, posesand with/without glasses

BiolD Database [59]

Each one shows the frontal view of a face of one
out of 23 dierent subjects. Some images con-
tains manually set eye postions, totally 1521 im-
ages

CVL Database [1]

114 subjects each with 7 images

Max Planck Institute Database

7 views of 200 laser-scanned (Cyb erware TM)
heads without hair

Essex Univ ersity Database

20 color images for each 395 subjects that vari-
ants in races, age, lighting condition

2.3.1 Performance evaluation for face recognition

It is important to ewvaluate the performancein terms of recog-
nition rate using standard face database. Table 2.4 and Table
2.5 shov somefamousface databasesfor face recognition and
the remaining face database,respectively. The resourcepaths
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Table 2.6: The resourcepath of the face databasefor facerecognition
| Data set | Resource path |

MIT Database [122]

ftp://whitec hapel.media.mit.edu/pub/images/

ORL Database

http://www.uk.researc h.att.com/facedatabase.h tml

Yale Database

http://cv c.yale.edu/pro jectsly alefaces/yalefaces.html

Yale Database B [42]

http://lcv c.yale.edu/pro jectsly alefacesB/y alefacesB.html

FERET Database [102]

http://www.itl.nist.go  v/iad/h umanid/feret/

UMIST Database [45]

http://images.ee.umist.ac.uk/dann y/database.h tml

Univ ersity of Bern Database

ftp://iamftp.unib  e.ch/pub/lImages/F acelmages/

AR Database [87]

http://rvll.ecn.purdue.edu/  aleix/ar.h tml

M2VTS Database [11]

http://www.tele.ucl.ac.b e/PR OJECTS/M2VTS/

XM2VTS Database [91]

http://www.ee.surrey .ac.uk/Research/VSSP/xm2vtsdb/

Univ ersity of Stirling
Database

Harvard Database [51]
Shimon Edelman's Database
JAFFE Database [83]

Oulu Database [85]

BiolD Database [59]

CVL Database [1]

Max Planck
Database

Essex Univ ersity Database

http://pics.psyc h.stir.ac.uk/

ftp://ftp.hrl.harv  ard.edu/pub/faces

ftp://eris.wisdom.w eizmann.ac.il/pub/F aceBase/
http://www.mis.atr.co.jp/ mly ons/ja e.h tml
http://www.ee.oulu. /researc  h/imag/color/pbfd.h  tml
http://www.h  umanscan.de/supp ort/do wnloads/facedb.php
http://www.lrv.fri.uni-lj.si/facedb.h tml
http://faces.kyb.tuebingen.mpg.de/

Institute

http://cswww.essex.ac.uk/allfaces/

Table 2.7: FaceRecognitionresults under di erent database

Metho d Database - Recognition rate% (Dimension)
ORL | VYale | FERET? | UMIST | Bem | AR [87]
Eigenface [122] 93.1(22) | 80.6(30) | 50(25) | 91.5(12) | 100(20) | 55.4(20)
Fisherface [7] 87.8(22) | 99.4(15) | 67(25) | 94.8(12)
D-LD A [132] 93.7(22) 96.5(12)
DF-LD A [82] 95.7(22) 97.8(12)
EFC [77] 98.5(25)
ICA [5] 99.8(200)
DCT [33] 100.0
KPCA [63] 97.5(120) 86(12)
KDD A [81] 95(12)
EBG [126] 98
GFC [78] 95(25)
Line segmerts [28] 99.7 99.7
LEM [41] 85.4 100 96.4
Note: = Combine the ORL and Ben database to form one larger database.

?= 600 FERET frontal face images corresponding to 200 subjects.

of eat face databaseare givenin Table 2.6. Thesebendmark
data setsare constructedto evaluate di erent approadesin cer-
tain domains. We summarizethe recognitionresultsasshavn in
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Table2.7. Theseresultsare getting from se\eral papers[7], [82],
[77], [33], [81], [6F], [79], [5], [41]. The valuesinside the bracket
mean that the number of feature selectedfor the testing. Al-
though Table 2.7 shows the performanceof these methods, we
can not concludethe best represetation method. There are
se\eral reasongthat make the comparisonbecomedi cult.

1. The reported results are basedon tuning parametersand
data sets. We canobsene that not all the approateshave
been tested on the samedata sets. Eadh face database
has its own characteristic. The strength and weaknessof
di erent approatescan not be shovn when testing on a
small set of database. Besides,a set of experimerts done
by di erent set of parametersmay give a variety of result.
The number of featuresselectedor the represetation is an
exampleof parameter.

2. The training and testing data may not perform the same
pre-processingstep beforeapplying the methods. The most
commonstepis to normalizethe pixel valuesand to deform
the imageinto pre-de ned template sud asthe alignmert
of eyes. Dierent systemarchitecture a ects the recogni-
tion rate signi cantly.

3. The recognition rate may vary when di erent similarity
measurefunctions are used. Cox et al. [24] showv that
the important of using a suitable classi er when using the
sameset of extracted features. Each approad hasits own
property, they may benet on one similarity measurebut
not the others one. We can not make any assumptionon
this important factor whenewaluate di erent represemation
methods.

Evaluation protocolssud asLausanneprotocol and Brussels
protocol have beenusedin faceveri cation cortest [89. One of
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the famousfacerecognition competitions FERET alsoprovides
a setof testing procedureto measurethe algorithm performance
[94], [103. Howewer, thesekind of protocols are deweloped for
performancemeasureof mature face recognition system. Re-
seartier may have di cult y to perform the evaluation protocol
for their prototypes. A standardizedevaluation protocol should
be well designedwith clearly description to perform the eal-
uation. The description of the protocol must include how to
nd a represetativ e universaltest set. One suggestion[13Q of
evaluation on a small test set is that the test set is randomly
chosenin ead evaluation. Moreover, pre-processingsteps are
necessaryo improve the quality of the imagesbeforeextraction
of the features. The training time and recognitiontime are usu-
ally ignored by most of the papers. A good evaluation protocol
should keepin concernfor thesefactors.

2.3.2 Evolution of the face recognition

After we have shavn a number of di erent methods that have
beenapplied on the facerecognitiontask. Figure 2.24shovsthe
ewlution of the facerecognitionmethodsfor theseten years. We
summarizethe trend of the ewlution into three main ideas.

1. Modify to kernel-basedapproadt. The motivation of this
modi cation is due to the non-linear characteristic of face
problem. The comparisonbetweenlinear and kernel based
methods is being studied by [48]. The experimertal results
shawv that kernel-basednethod doesnot ensurebetter per-
formanceif the original input data is closeto linearly sep-
arable. The linear-basedextraction method may achieve
similar resultif the classi er is usinga kernelfunction. This
shows the characteristic of faceis a non-linear problemand
kernel-basedapproad is superior to linear-basedmethod.
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Figure 2.24: The ewlution of the major facerecognition approades.

2. Adopt the deformablemodel. The deformablemodels are
trained from examplesthat are superior to adapt a pre-
de ned template. The faceimage can rst transform into
a sharp-freeimage and perform the extraction method for
further classi cation. This method can be more robust to
variant in posechanges.

3. Combine the pixel information and geometry information.
Researbersdiscoveredthat the geometryfeaturescortain
discriminating power not lessthan the pixel information.
They start to integrate both the pixel information and ge-
ometry information to improve the performance.

2.3.3 Evaluation of two state-of-the-art face recogni-
tion metho ds

There aretwo recerly usedtechniquesthat give a greatimpact
in the facerecognitionliterature. The two techniquesare Eigen-
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Figure 2.25: Snapshotof the implemertation of Eigenface(left) and Gabor
wavelet (right)

face by Alex P. Pertland [129 and EBG by Laurenz Wiskott
[126. Thesetechniquesare recert and have apparertly promis-
ing performances,and are the represemativ e of new trends in
facerecognition. Evaluation of thesetwo methods help to learn
more about the literature.

The Eigenfeaturesand Gabor wavelet coe cien ts are tested
in the experimert. Figure 2.26shows the Gabor Iters that ap-
plied in our experimert. The snapshotof the evaluation program
is showvn in Figure 2.25. The ORL face databaseis ewvaluated,
that cortains 40 subjects eat of 10images.In our experimerts
15eigervectorsare extractedfor Eigenfaceand 12 ducial points
are selectedfor extraction of Gabor wavelet coe cient. The se-
lected ducial points (Figure 2.27) are:

Eye bows (1, 2, 4 and 5)
Pupil of eyes(3, 6)
Nose(7, 8 and 9)

Mouth (10, 11 and 12)

The imagesare divided into training setand recognition set.
For the training set, the notation for the training list (tsSAxB)
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Figure 2.26: The real part of the Gabor Iter with 5 frequenciesand 8 ori-
ertations

meansthat the rst B imagesof eat of the rst A subjectsin
the databaseis trained. For the recognitionset, the notation for
the recognitionlist (rsA B) meansthat the B imageof eat of
the rst A subjectsin the databaseare recognized.By using a
seriesof training set and recognition set, di erent conmbination
of the resultsare shovn in Table 2.8 for Eigenfaceand Table 2.9
for Gabor wavelet coe cien ts.

For the ORL database,the Eigenfacehas a better perfor-
mance(91.94%),rather than that of Gabor wavelet coe cien ts
(80.92%). The result is not similar to that of the result from
Jun Zhang[133. There are somepossiblereasondor the results.
First of all, the FBG formed doesn't have enoughvariation in
the appearanceof face. As the paper suggestsncluding about
70di erent variations include di erent age,genderand appear-
ance. Howewer, we have only 40 di erent subjects in the ORL
database. Secondly we only select12 ducial points for the
experimerts, the number of points is small when compareto
the original approad. Moreover, facesare only comparedwith
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Figure 2.27: Example of selected ducial points

Table 2.8: Resultsfor Eigenfaceusing 15 eigervectors

rs40_9 rs40_10 Average
Best | 2nd best | 3rd best | Best | 2nd best | 3rd best | Best | 2nd best | 3rd best
ts10x4 | 100 100 100 90 70 70 95 85 85
ts10x6 | 100 100 100 90 100 70 95 100 85
ts10x8 | 100 100 100 90 90 90 95 95 95
ts20x4 80 70 55 85 75 65 825 72.5 60
ts20x6 95 80 65 90 85 80 92.5 82.5 72.5
ts20x8 95 95 90 90 95 80 92.5 95 85
ts30x4 | 83.3 70 60 86.7 73.3 60 85 71.65 60
ts30x6 | 96.7 86.7 66.7 93.3 86.7 83.3 95 86.7 75
ts30x8 | 96.7 96.7 93.3 93.3 93.3 86.7 95 95 90
Mean: | 91.94 | 87.04 78.61

the Gabor wavelet coe cien ts while the edgeinformation are
omitted.

Eigenfaceis essetially a technique that use the minimum
distance classi er, that is optimal if the lighting variation be-
tweenthe training set and recognition set can be modeled as
zero-mean.It alsosuccessvhenthe meanis nonzerobut small.
When the changesin lighting are large, the result will have a
signi cant decreasan recognitionrate. The reasonis that the
distance betweentwo faceimagesis dominated by the lighting
factor rather than the di erences betweenthe two faces.If the
pose varies, the training set needsother pro le-view in order
to recognizesud poses. If the Eigenfaceis usedin a practical
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Table 2.9: Resultsfor Gabor wavelet coe cient using 12 nodes

rs40_9 rs40_10 Average
Best | 2nd best | 3rd best | Best | 2nd best | 3rd best | Best | 2nd best | 3rd best
ts10x4 90 90 50 70 60 40 80 75 45
ts10x6 80 90 60 70 70 60 75 80 60
ts10x8 90 80 70 70 70 50 80 75 60
ts20x4 85 70 60 75 60 50 80 65 55
ts20x6 85 85 65 80 80 65 82.5 82.5 65
ts20x8 85 95 75 80 80 65 82.5 87.5 70
ts30x4 80 60 53.3 83.3 60 50 81.65 60 51.65
ts30x6 | 83.3 80 63.3 86.7 83.3 50 85 81.65 56.65
ts30x8 80 93.3 76.7 83.3 86.7 73.3 81.65 90 75
Mean: [ 8092 | 77.41 59.81

system, scale, position and lighting conditions should be pro-
vided for the systemto ensurehigh recognition rate. Eigenface
can take the advantagesof computational e ciency when the
Eigenfacesare stored and the dimensionof thesevectorsis not
large.

EBG makesuseof Gabor features,beingthe output of band-
pass lters, and theseare closelyrelated to derivativesand are
thereforelesssensitive to lighting changes. Also, this approach
cortains featuresonly at the key node of the imagerather than
the wholeimage. This canreducethe noisetakenfrom the bad-
ground of the faceimages. Togetherwith other important ad-
vantage, it is relatively insensitive to variations in face position
and facial expression.The matching procedureusesthe FBG as
a facetemplate for nding the precise ducial point, that solves
the problem for automatically localization. The storeddata can
be easily expandedto a databasefor storage. When a new face
image is added, no additional a ord is neededto modify the
templates, asit is already stored in the database. This advan-
tage has overcomethe Eigenfacesbecauseof the recalculation
of the projection.
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2.4 Problem for current situation

Human visual systemis the perfect face processingsystemthat

has a wide rangesof functionality. An ideal face processing
system can retrieve all the featuresthat can be captured by

the human visual system. Di erent researt work are deweloped

basedon our humanvisual systemthat is the ultimate goalof an

ideal faceprocessingsystem. The systemis supposedto provide

asmuch information aspossiblefrom the imageor a sequencef

images. There are se\eral faceprocessingelds that researtiers
currertly focuson, include

Facedetection
Facerecognition
Expressionrecognition
Facetracking

Age classi cation
Genderclassi cation
Pose-estimation

Di erent techniquesare deweloped to extract the features,and
have beenapplied to di erent elds. The represetation of the
featuresis important for classi cation problem regarding face
recognition. Seeral computer vision systems[99, [12§, [53,
[17] had integrated someof the faceprocessingelds. There are
two main types of face processingsystem,i.e., facerecognition
systemfor the security issueand human computer interaction
systemfor peopleto comnunicate with the computer. The re-
sult of famous Face Recognition Vendor Test from FERET is
released[10]]. They concludethat those mature face recogni-
tion systemshave weaknesson outdoor performanceand the
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recognition rate decreasesinearly when the elapsedtime be-
tweenthe databaseand the new image increases. These shav
that systemsare not robust to variants in lighting condition and
aging e ect. Although, there are various techniquesto extract
features. Integration of all techniquesinto the systemis not yet
success.Thesereducethe robustnessof the deweloped systems
dueto various environmental changes.Thesevariations include
illumination changes,variant in poses,variant in facial expres-
sionsand partially occlusionof face,etc. The caricature of face
Is oneof improvemert for facerecognition[23, [25]. Researbers
[2], [86] start to tackle the problemsandto dewelopan automatic
faceprocessingsystem.

We have summarizedthe facial feature from the past work
into two main categories: geometry information and pixel in-
formation. Numerousnew techniques have been dewloped to
retrieve these features. The goalsof this chapter are to sum-
marize and to analyzethe extraction techniquesand the repre-
senation methods in various face processing elds. This helps
us to know more about the strength and weaknessof currert
technology and the generaldirection of dewelopmen. Howewer,
various papersare evaluated usingdi erent facedatabases.The
performance comparisonamong di erent approades becomes
dicult. Evenif we have a standardizeddatabasefor testing,
di erent pre-processingstepsand training procedureswill a ect
the results. To dealwith this problem, a standardizedevaluation
protocol should be designedto perform a subjective evaluation.
The ewlution of the facerecognition are also preserted to give
the roadmap of the techniques. Human computer interaction
system and automatic face recognition system are challenging
work in pattern recognition area. Lots of researth work have
beenfocusedon these problems. Howeer, the deweloped sys-
temswork properly on the specify ervironmernt only. There are
a wide rangesof improvemern to increasethe robustnessof the
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system.
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2 End of chapter.



Chapter 3

Face Detection Algorithms and
Committee Mac hine

Detectingfaceis the keyfactor for the succes®sfthe faceprocess-
ing system. There are many face detection approatesrecertly
and are cortrasted to the appearance-basedethods. They rely
on statistical analysisand madine learningto nd the charac-
teristics of face and non-facepattern rather than using a pre-
de ned template or rules. Turk and Pentland applied principal
componert analysisto facedetection[124. In [105, Rowley et
al. useneural networks to learn face and non-facepatterns for
face detection. Support Vector Machines is used by [98 and
demonstratedthe successn detecting frontal faces.Roth et al.
proposedSparseNetwork of Winnows, SNoW algorithm [131],
that proposesthe primitiv e feature spacefor the learning pro-
cess.

In recen years,an ensenble of classi ers hasprovento pro-
vide a better estimator than the useof a singleclassi er. The
basicidea for the committee is to train a set of estimatorsand
conmbinesthe resultsto make a nal decision. There are se\eral
approatesproposedby researbtersin the literature sud asen-
senble of neural network by Hansenand Salamon[52], boost-
ing by R. Sdapire [10§, gating network by Jacobset al. [59,
baggingby L. Breiman [12], hierarchical mixtures-of-experts by
Jiang and Tanner [6(] and designedcommittee by [18]. These
approateshave beenapplied for nancial prediction, e.g. [47]

61
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[29), and face processinglikes face recognition [50 and gender
classi cation [49 but not yet in facedetection.

In this chapter, an introduction about facedetectionis given.
Moreover, Face Detection Committee Machine (FDCM) is pro-
posed, that combines SNoW algorithm, SVM and NN as our
experts. Reviewsfor these three methods and description of
FDCM are preserted. Yang et al. [13Q point out that there
Is no standard method or procedureto ewaluate various face
detection approatesbecausepapers usedi erent training and
testing data for their experimert, and di erent infrastructure
to nd facesin images. There is no comparative study on dif-
ferent face detection methods. Thus, we preser a comparison
on SNoW algorithm, SVM, NN and FDCM using experimental
result. The evaluation shavs that our madiine performs better
than the other three individual algorithms in terms of detection
rate, false-alarmrate and ROC curves.

3.1 Intro duction about face detection

Existing facedetectiontechniquesaresummarizedoy [13J. There
are four main categoriesof approadies, 1) knowledge-based,
2) feature invariant, 3) template matching and 4) appearance-
based.

1. Knowledge-based. This approadiesare basedon the hu-
man rules derived from the researter's knowledge of hu-
man faces. It de nes simple rulesto descrile the features
of a faceand their relative positions or relationships. The
main problem of this approad is di cult to translate the
human knowledgeto computer-caledrules. If the rulesare
too detailed, the systemmay fail to detectfacesand causes
many false negatives. If the rules are too general,it may
give many false positives. When the face is in di erent
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posesthe rule needsto be changedand this is challenging
to enumerateall possiblecases.

2. Feature invariant. Researbers nd invariant features of
facesfor detection. They nd out someproperties or fea-
tures that exist in di erent posesand lighting conditions,
and usethesefeaturesas the indicator of presenceof face.
The problem of this approad is that the imagefeature can
be corrupted or changeddue to illumination, noise, and
occlusion.

3. Template matching. A standard face pattern is manually
prede ned. Correlation is usedto compute the value be-
tweeninput image and the standard pattern. The higher
the value, the higher the probability of existenceof face.
This approad is easyto implemert but it hasbeenproven
to beine cien t to detect facewith variation in pose,scale,
and orientation. Thus, deformable templates have been
usedto adiieve scaleand shape invariance.

4. Appearance-based.For the template matching methods,
experts need to prede ne the templates, but the "tem-
plates" used in the appearance-basednethod are learnt
from the examplesin training images. This is a kind of
statistical analysisand madine learningto nd the char-
acteristics of faceand non-faceimages. The distribution of
these facial featuresderived from the featuresform mod-
els or discriminant functions. The dimension of the fea-
ture vector is usually high, thus, dimensionality reduction
IS neededto increasethe e ciency. To detect faces,there
are two main stream of methods. One is the probabilistic
framework, or maximum likelihood to classifya candidate
Image location as face or non-face. Another approad is
to nd adiscriminant function betweenface and non-face
classes.
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This sectionprovides an introduction on face detection. We
can concludethat the appearance-basedpproad is superior
than the other three approadies. In general,facedetectionis a
two classrecognition problem that choosethe answer between
faceand non-face. The accuracyof the classi cation result are
dependedon the feature extracted from the training data. How-
ewver, most of the papers have shavn their experimental results
on di erent test data. A subjective comparisonis not possible
by using the results shown in those papers.

In next section, we propose a committee madine for face
detection. Three methods from the appearance-basedategory
are chosenas the committee memnbers. Moreover, we perform
the ewvaluation amongthesethree methods and the committee
madine with the sametraining and testing data to have a sub-
jective comparison.

3.2 Face Detection Committee Mac hine

For atraditional committeemadhine, it applieshomogeneousx-
perts (Neural Networks or Radial Basis Function) that trained
by dierent training data setsto arrive at a union decision.
Howewer, no one has yet focusedon heterogeneougxperts on
face detection problemsin the current status. We proposethe
engagemenof committee madciine with heterogeneougxperts.
This is the rst e ort to employ di erent state-of-the-art algo-
rithms as heterogeneougxperts on committee madinesin face
detection. We include SNoW algorithm, SVM and NN in face
detection to validate any possiblefaceimages. The useof com-
mittee madine can capture more featuresin the sametraining

data and overcomethe shortcomingof ead individual approad.

The reasonswhy we choosethose three methods are that they
are both statistics approad that operatewith gray-scaleimages
and can usethe sametraining data to train eat expert.
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3.2.1 Review of three approac hes for committee ma-
chine

Our committee madine consistsof three approadies,a) SNoW
algorithm by Roth et al. [131], b) SVM [124 and c) NN by
Rowley et al. [105. A brief introduction about these three
approadesis given.

SNoWw

SparseNetworks of Winnow algorithm is proposedby Roth et
al. [13]] for face detection. This is a learning approad for
detecting facesusing a network of linear units over a common
pre-de ned feature space. The input imageis encaled into a
feature spaceusing the position and intensity valuesof pixels.
The feature index is calculated by

256 (y w+x)+1(x;y) (3.1)

where w is the width of the image, (x;y) is the coordinate of
the pixel, I (x;y) is the intensity of the pixel [0,255]. This rep-
resenation canensureoneand only onefeatureis active for the
position (x; y) with | (x;y). This is so-calledprimitiv e features.
Ead input imageis mapped into a set of features,that are ac-
tive, and propagatesto the target node. The input layer of the
network represemts simple relation for the input features,that

set of active featuresand are linked to the target nodet. Then,
the target node is active:

Wi > (3.2)

i2A

wherew! is the weight on the edgeconnectingthe ith feature
to the target node t, and  is the threshold of target node t.
Winnow update rule is usedto update the set of weight w! only
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Figure 3.1: A hyperplanethat separatetwo set of data

when have an error in prediction. It cortains two steps,

t—

wh= wifor >1 (3.3)

w=  wifor0< <1 (3.4)

wherew! is the weight, is the promotion factor and is the
demotionfactor. The promotion step(Eq. 3.3)is usedfor all the
active featureswhen the algorithm predicts O but the receied
label is 1. While the algorithm predicts 1 but the receiwed la-
bel is O, the demotion step is used(Eq. 3.4). The network is
then trained repeatedly until the errorsreduceto a pre-de ned
threshold.

SVM

Osunaet al. usethe SVM classi er to detectfaces[9§. This ap-
proadh isto nd out a hyperplanethat can separatetwo classes
to have the smallest generalizationerror. Moreover, the hy-
perplane leavesthe maximum margin betweenthe two classes,
wherethe margin is the sum of the distancesof the hyperplane
from the closestpoint of the two classeqFigure ??). The SVM
classi er hasthe form:

f(x) = sign( K (i) + b) (3.5)
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Figure 3.2: Systemdiagram of Rowley's method. Eadh faceis preprocessed
beforefeedingit to neural network. [105

where K (X; ;) is the kernel function. We can choosedi erent
function asthe kernelfunction. In most casestwo classexanbe
separatedusing a linear function kernel. Howewer, the problem
of classi cation of face pattern cannot be solved well, we use
polynomial kernel of seconddegreeinstead of linear kernel to
solve the problem.

Neural network

Neural networks have beenapplied successfullyn facedetection.
The most signi cant work is doneby Rowley et al. [105. They
usea multi-layer neural network to learn the faceand non-face
patterns from images.In Figure 3.2,the rst componert of this
method is a neural network that receivesa 20 20 pixel region
of an imageand outputs a scoreranging from [-1,1].

They usea number of simple processingelemerts that indi-
vidually deal with piecesof a hard problem. Eadh processing
elemen simply multiples inputs by a set of weights, and a non-
linearly transforms the result into an output value. The mul-
tilayer perceptron is commonly used architecture. Figure 3.3
shows the architecture, the left column is the input layer, the
middle column is the hidden layer and the right column is the
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input layer Hidden layer  QOutput layer

Figure 3.3: The architecture of the multilayer perceptron

output layer. The line connectedbetweennodesrepresets the
weighted connection. The output of the node is calculatedby:

X Xij Wi (3.6)
wherei is the input connectionto nodej, X; is the input value
fromi to j andw; isthe weight of connectionfromi to j. The
output of the network is comparedwith a desiredresponseto
producean error. An algorithm calledbad propagationmethod
Is usedto adjust the weights a smallamourt at a time to reduce
the error. The network is trained by repeatingthis processmany
times. The goal of the training is to reac an optimal solution
basedon the performancemeasuremen Multi-resolution of the
input imageis usedto detect di erent sizeof the facesand the
arbitrator is usedto mergethe detectionresult.

3.2.2 The approach of FDCM

The FDCM works accordingto the con dence value T; of eath
expert i. Howewer, the con dence value T; from ead of the
experts cannot be useddirectly. Figure 3.4 shows that the dis-
tribution of the con dencevalue of ead expert variesin a large
range. Thus, we needto normalize the value T; by using the
statistical information obtained from the training data:

i= (T D=1 (3.7)
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NN, (b) SNoW and (c) SVM

where T; is the con dence value from expert i, ; is the mean
value of training face pattern data from expert i, and ; is the
standard derivation of training data from expert i.

One of the reasonswhy we needto normalizethe con dence
value is that they are not a uniform function. The con dence
valuesthat far away from the threshold meansthe strongercon-
dence for the decision. This information will be discardedif we
rst binarize the result to true or false. Another reasonis that
not all the experts have a xed range of con dence value e.g.,
[-1,1] or [0,1]. Using statistical approad to model the problem,
the information of con dence value from experts can be pre-
sened. The output value of the committee machine can then
be calculated using equation:

= X_ wi (it o) (3.8)
|

where ; is the criteria factor for expert i and w; is the weight of
the expert i. The data is classi ed as facewhen the value of
Is larger than 0 and non-facepattern when the value is smaller

than or equalto 0.
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3.3 Evaluation

We apply the CBCL face databasefrom MIT for training and
testing ead of the expert systems. The training set of the
databasecorntains 2,429 face patterns and 4,548 non-face pat-
terns, that are 19 19 pixels gray-scaleand histogram normal-
ized images. The training methods of three experts in the com-
mittee madine are explainedbelow.

We have usedthe SNoW version 2.1.2 padage for the im-
plemertation of SNoW approad and train the network with
primitiv e featuresrepresetation. For the SVM, the polynomial
kernel of seconddegreeis chosento model the problem. A sim-
ple architecture for the neural network with badk-propagation
method is employed. All the input intensity values(19 19) are
usedas input units, that are connectedto eight hidden units.
Ead hidden units are then connectedto one output unit.

The experimert usesthe samesetof training and testing data
to cortrol the condition. We ewaluate these three approades
and the committee madiine without any di erence in system
setting. The testing set from CBCL facedatabasecortains 472
facepatterns and 23,573non-facepatterns, that are 19 19 pix-
els gray-scaleand histogram normalized images. Ead testing
pattern is passedinto three experts and then the con dence
value of the experts are passednto the committee madine.

The outputs from ead single approad are determinedby a
threshold. When the threshold increasesthe detectionrate and
the number of false detection will increaseat the sametime.
For the FDCM, output valueis calculatedbasedon the experts'
con dence values. When we changethe value of criteria factor

i, the sensitivity of the committee madine will be a ected.
Input imagesare classi ed as face patterns will be increasedif
weincreasethe value of criteria factor ;. This property is shavn
in Fig. 3.5.
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Figure 3.5: The ROC curvesof three di erent approatesand the committee
madine

The Receier Operating Characteristics (ROC) curves are
employedto show the characteristic of eat approat. The area
under the ROC curve provides a corveniert way to compare
classi ers. Table 3.1 showsthe falsealarm rate of ea approadt
under the samedetection rate. The falsealarm rate of FDCM
Is nearly half of the other approat with 80% detection rate.
FDCM archiveslower false alarm rate than the other methods
with the samedetectionrate. Table 3.2 lists the best operating
point of eat classi er. Our approad obtains the highesttrue
positive rate while maintaining the lowestfalsepositive rate. By
obsenation, the statistical model of the committee madcine can
be engagedin the face detection problem and can improve the
accuracyin classifyingfaceand non-facepattern.

In summary we summarizevarious face detection methods
and proposea Face Detection Committee Machine, FDCM, us-
ing three facedetectionapproades,SNoW algorithm, SVM, and
NN. It forms an expert systemto improve the accuracyof clas-
sifying faces. The use of committee madine can capture more
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Table 3.1: Experimertal results on imagesfrom the CBCL testing set

False Alarm Rate
Detection Rate | NN | SNow | SvM | FDCM
10% 056% | 0.41% | 0.05% [ 0.02%
20% 137% | 1.09% | 0.16% | 0.07%
30% 254% | 167% | 044% | 0.14%
40% 411% | 292% | 083% | 0.41%
50% 632% | 491% | 160% | 0.77%
60% 947% | 847% | 3.07% | 1.41%
70% 13.89% | 14.67% | 5.98% | 3.90%
80% 26.97% | 27.62% | 12.32% | 7.79%
90% 48.95% | 49.26% | 28.60% | 22.92%

Table 3.2: CBCL results

| | True Positiv e | False Positiv e |

NN 71.4% 15.2%
SNow 71.6% 15.1%
SVM 81.2% 13.2%
FDCM 84.1% 11.4%

featuresin the sametraining data and can overcomethe inade-
quacyof a singleapproad. We presert the experimertal results
of committee madine using a data set of about 30,000images
and also have a comparisonamong three di erent approades
under cortrolled condition. The result shavs our madine per-
forms better than the other three individual algorithmsin terms
of detection rate, false-alarmrate and ROC curve.

2 End of chapter.



Chapter 4

Facial Feature Lo calization

Using statistical approad for facerecognition can achieve high
recognitionrate and robust againstdi erent variation. Howeer,
the position of the facial feature point must be known beforeap-
plying the statistical analysislike PCA or decomposition using
wavelet. This shows the important role of facial feature local-
ization. Although there are a number of facial feature detection
algorithm, like geneticalgorithm [73, their complexity is high
and the e ectivenesss not satis ed. In this section,we propose
two algorithms to locate the facial feature points in gray-scale
image and color image. For the gray-scaleimage, the template
matching method and separability Iter are applied. Color in-
formation and separability Iter are conbined for locating the
feature points in the color image. Detailed description of the
algorithms are presened in the following sections.

4.1 Algorithm for gray-scale image: template
matc hing and separabilit y lter

The proposedlocalization algorithm is basedon the template
matching method. Eye regionis rst located to reduce the
seart spacefor locating the eyes and the use of separability
Iter is to improve the accuracyof nding the position of iris.
We assumethe input image cortains only one face with plain
badkground, and facesare frontal-view and half-pro le view.

73
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Sobel filter

—p

Figure 4.1: (a)_ Original image(b) Binary im- Figure 4.2: Vertical projec-
ageafter applied Sokel Iter tion of the binary image

4.1.1 Position of face and eye region

We focuson nding the facial feature points, thus, we simplify
the segmemation to nd the face candidate using the edgede-
tection method. First, We apply the Sokel Iter to the original
image | (x; y) and obtain a binary image B(X; y), as shown in
Figure 4.1. The horizontal projection is calculatedto nd out
the left and right boundary of the head using equation:

N 1 N 1
V(x)=  B(y);H()=  B(xy): (4.1)
x=0 y=0
The position of left boundary xL, and right boundary xR are
given by the smallestand largest valuesof x sud that V(x)
@ wherexy denotesthe columnx with the largestV (x). The
upper boundary yU of the headis given by the smallesty sud
that H(y) 0:1(xR xL) and the lower boundary yL of the
headis givenby yU+ 1:2(xR xL). The extracted regionis not
the exact head region but all the feature points, sud as eyes,
noseand mouth, are included in this region.

After nding the headlocation, we usethe vertical projection
of the binary imageto nd the rough position of the eyes. In
our experimert, we set the range of eye regionto %(XR xL).
Figure 4.2 shows the result of the selection. The extraction of
the eyeregionis usedto reducethe seard spaceand to increase
the accuracyof nding iris.
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Figure 4.3: dynamic histogramthresholdingtechnique. The histogramof the
eye region (left) and the binary imageusingdynamic histogramthresholding
technique (right).

4.1.2 Position of irises

A newbinary image(Figure 4.3) is computedusingdynamic his-
togram thresholding technique. In the histogram of the eye re-
gion (Figure 4.3), the rst peakarearepresets the dark regions
of the eye region, i.e. eyes,eyebrons. The other peak arearep-
resens the skin intensity. We choosea threshold betweenthese
two peaksfor binarize the image. After choosingthe threshold,
we calculate the ratio of the bladk and white pixel (Il factor)

of the new binary imageand ched whether this value is within

an interval or not.

This technique is robust to di erent skin color. In Figure
4.4, comparisonbetween three di erent binarization methods
are shovn. The standard binarization method using the xed
threshold (128 for gray-scaleimage) and the cortour line of re-
sult image is not clear. After using the dynamic thresholding
method, the cortour line of two eyescan be seen.The eye and
eyebrows can be clearly shovn whenthe dynamic method with
the |l factor is employed. This helpsto determinethe horizon-
tal noseposition that dividesthe eye regioninto two parts and
ead part cortains oneeye.

To nd the horizontal noseposition, the characteristic of the
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Figure 4.4: An example of di erent thresholding technique. (a) Original
image, (b) standard binarization method (c) dynamic thresholding method
and (d) dynamic thresholding method with |l factor.
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Figure 4.6: The result of the nose posi-
Figure 4.5: The projection of the tion. (Black line - nal position of the nose,
binary eye region (upper) and the white line - the other two peaks)
binary eye

horizontal projection of the binary eye regioncan be used. The
projection of the binary imagehasthree peaksand two valleys.
The eye features form the two valleys and the peak between
these two valleys is the horizortal nose position. The shape
of the projection is shown in Figure 4.5. The middle peak of
the projection is selectedasthe horizontal noseposition (Figure
4.6).

Then, two eyetemplatesare used(Figure 4.7) to computethe
normalizedcross-correlation.Theseeye templatesare computed
by averagingall eyesin the training set. The left part of the
eye regionis usedto calculate the normalized cross-correlation
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Figure 4.7: Eye templates usedfor

normalizedcross-correlation Figure 4.8: Result of two normal-
ized cross-correlations

Figure 4.9: An exampleof eye candidates. The white crossin the image
means(a) the maximum value of normalized cross-correlation,(b) the local
maxima of normalized cross-correlationthat greater than T,, and (c) the
minimum value of the cost function

with the left eye template. Figure 4.8 shows the result of the
normalized cross-correlation.

The value of the result is rangedfrom [-1,1] where-1 means
that the region and template are dissimilar and 1 meansthat
they are the same. Let r(i; ) be the value of the normalized
cross-correlationvalue at pixel (i; ), the proposed algorithm
selectsall the local maxima whosevalue is larger than T;.

T]_ = rmax 0.4 r (4.2)

wherer max IS the maximum value of the normalizedcross-correlation
result in the regionand , is the standard derivation of the nor-
malized cross-correlationresult in the region. These selected
candidatesare called blobs. Figure 4.9 (b) shaws the blobs ex-
tracted from the result.

If we only usethe global maximum of the normalized cross-
correlation value as the position of the iris, the result may be
sensitive to the noiseand yeilds an inaccuracyresult, e.g. the
white crossin Figure 4.9 (a). To make an improvemert of the
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Figure 4.10: The templatesusedto compute C,(i) and Cy(i)

accuracy we introducea costfunction C to ewaluate the cost of
eat blob B;. The idea of costfunction is getting from [61] and
separability Iter is used. The equation of the separability [39
betweenregionsR; and R;, is:
=T R P My P (P Po)
| (4.3)
whereny (k = 1; 2) is the number of pixelsinsideR, N isthe to-
tal number of pixelsinsidethe union of R; and Ry; Pk (k = 1; 2)
Is the averageintensity inside Rg; P, is the averageintensity
inside the union of R; and R», and P; is the intensity valuesof
pixel i. Using equation (4.3), (4.4) and (4.5) to compute the
cost of ead blob:

—|N‘Ul\)

C(i) = Cq(i) + Co(i) + C3(i) + % (4.4)
i) ai i) i UG)
R O L R = O R O R S

where ,y is the separability betweenregion Ry and Ry; U(i) is
the averageintensity inside B;; U,y is the averageof U(i) over all
blobs, and R(i) is the value of the normalized cross-correlation
result. We usethe template of Figure 4.10at the position (X; y)
onl (x;y) andthen computethe separability ,3; 24, 25and oe.
After calculating the cost of all blobs, the position of the
iris is selectedby having the minimum cost value of the blob.
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Figure 4.11: The estimation of the mouth position. Two irises are found
using previousmethod (left), The geometryoperation to locate the roughly
mouth position (certer), and the third point is the certral mouth position

(right).

In Figure 4.9(c), the two irises are chosenusing the proposed
method. This information is usedto nd the position of the
mouth in the next section.

4.1.3 Position of lip

Oneof anotherimportant facial featureis the position of mouth.
The positionsof two irisesare usedto roughly locatethe position
of the mouth. Let de be the distancebetweentwo irisesand d,
be the distance between the iris and the certral part of the
mouth. The distanced,, can usethe aspect ratio of de and dy,
(around 1.0-1.3d,) to estimate,

de dn 13 de (4.6)

We setthe distanced,, to be1:1 d and usegeometricoperation
to calculatethe position of the certral of the mouth m(x;y) as
shown in Figure 4.11. Then, a mouth regionis extracted around
m(x;y) and the dynamic thresholding technique is applied to
binarize the region (Figure 4.12). The minimum value of the
projection of the binary imageis the vertical position of mouth
(Figure 4.13).

All the result found by the proposedalgorithm is showvn in
Figure 4.13 (right), the white box is the eye region, two white
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Figure 4.12: The calculation of the mouth position. The extracted mouth re-
gion (left), the binary imageof mouth region(certer), and vertical projection

of the binary image (right).
ﬂlld
i

Figure 4.13: The location of di erent facial features. The vertical position of
the mouth (left), and the ertire facial feature selectedby our algorithm in-
cludethe two eyeregion, horizortal noseposition and vertical mouth position

(right).

crossesare two irises, the vertical bladk line is the horizontal
noseposition and the horizontal black line is the vertical mouth
position. The exact position of the left corner, right corner
and certral part of the mouth is still in dewelopmen. For the
proposedalgorithm, we focus on the executiontime. The per-
formance of this proposedalgorithm is ewaluated in the next
section.
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4.2 Algorithm for color image: eyemap and
separabilit y lter

We rst apply the color information and separability Iter to
nd the candidatesof eyesand mouth. The color information
givesan e cient way for nding the position of the eyes and
mouth. The idea of the extraction algorithm is basedon [55.
The separability lter is applied to construct a sepmap,which
Is then conbined with the color information to increasethe ac-
curacy of choosing eye candidates. Eadc pair of eye candidates
and onemouth candidateare then combinedto form a facecan-
didate. The nal result of the feature points are selectedby
verifying eat face candidate.

4.2.1 Position of eye candidates

The characteristic of chrominancecomponerts of the eye shows
that high Cy, and low C, valuesare found around the eyes. We
nd the chrominanceeyemapEC by
( )
EC= 1 (Cp)?+ (255 C;)%+ (9) (4.7)
3 Cr

whereCy and C, arethe two chrominancecomponerts of YCrCb
color space,CZ; (255 C;)% C,=C are normalizedto the range
of [0,255]. The construction of the chrominance eyemap and
luma eyemapare shovn in 4.14and 4.15, respectively.

For the luminance componert, morphologicaloperations are
performedon the Y channelto nd the luma eyemapEL,

Y F)
Y F+1
whereY is the luminance componert of YCrCb color space,F

Is an ellipsestructuring elemen, and and arethe gray-scale
dilation and erosionoperations, respectively.

EL = (4.8)
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Figure 4.14: The construction of EC: (a)CZ, (b)(255 C;)?, (c)g, (d)
chrominanceeyemapEC, and (e) EC after histogram equalization.

Histogram
equalization

Figure 4.15: The construction of EL: (a)Upper part of the luma eyemap,
(b)loweer part of the luma eyemap, (c) the luma eyemapEL, and (d) EC
after histogram equalization.

Separability Iter is applied to the luminance componert.
The description of the separability lter is given in previous
section. The coe cien ts of separability Iter form the sepmap
SEP, that are calculated by equation (4.3) and (4.5). After
nding two eyemaps(EC and EL), histogram equalizationare
performedto normalize the valuesof thesetwo eyemaps. The
resultant eyemapEM is calculated by the formula,

EM = ((EC AND EC) AND EL) AND SEP (4.9)

where AND is the multiplication operation. The local maxi-
mum valuesof the EM are chosenasthe eye candidates. The
calculation of the resultant eyemapis shown in Figure 4.16.
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Figure 4.16: The calculation of EM. (a) The original image, (b) EC after
histogram equalization, (c) EL after histogram equalization, (d) the masked
intermediate image of ((a) AND (b)), (e) the sepmapSEP, and (f) the
resultant eyemapEM.

4.2.2 Position of mouth candidates

After the eye candidatesare found, mouth candidatesare chosen
from the mouthmap using the method proposedby [55. The
color of the mouth is red in color, that cortains high C, and low
Cp valuesof chrominancecomponerts. The mouthmap MM is
constructedas follows:

MM = C? (C? g—L)Z (4.10)

= 0:95 (4.11)

(é_[)
where C2 and C,=G, are normalizedto the range [0,255],
and o are the meanvalue of C2 and Cf inside the face mask

respectlvely Figure 4.17 shows an example of the mouthmap.
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Figure 4.17: The calculation of MM. (a)C2, (b)‘é—L’ and (c) Mouthmap (M M)

The mouth candidatesare selectedby ead local maximum in
the MM.

4.2.3 Selection of face candidates by cost function

Ead pair of eye candidatesand one mouth candidate are com-
bined to form a face candidate. Each face candidate is rst
veri ed by the geometry constraint sud as the minimum dis-
tance betweentwo eyes, and the ratio of the distance between
eyes and mouth. This veri cation step can eliminate most of
the impossibleface candidate. Afterward, the cost of ead eye
candidateis calculated,

C(i)= EM(x;y)+ SEP(x;y) + U(x;y) + V(X;y) (4.12)

wherei is the index of eye candidate, (x; y) are the coordinate
of the eye candidatei, EM is the value of eyemap, SEP is the
value of sepmap,U is the averageintensity of the blob and V is
the sum of the value of the blob in EL.

For ead face candidate, the original image is normalized
by the position of two eye candidatesto form a 19 19 im-
ageln(i;j). Theseinclude rotation, re-scalingand histogram
equalization operations. The face candidate is then evaluated
by a cost function, that consistsof di erent factors sud asthe
con dence value of face detection classi er and the symmetric
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Figure 4.18: The selectionof facecandidateand the nal output image. Red
crossis eye candidate and blue crossis mouth candidate.

property,
C(i:j; k) = C@i)+ C(j)+ SVM(i;j) + SYM(i;j) (4.13)

wherei and | are the index of two eye candidates, k is the
index of mouth candidate, C(i) is the cost of eye candidatei,
SV M (i; ]) is the con dence value of the SVM classi er using
input image In(i;j), and SYM(i;j) is the coe cient of the
normalizedcross-correlatiorof the imagel y (i; j ) and the mirror
of the image I (i; j). The location of the eyesand mouth are
then determined by the face candidate having the maximum
cost value. Figure 4.18illustrates the selectionamongthe face
candidatesand the nal normalizedfaceimage. The advantage
of this method is the location of the eyescan be found inside a
non-upright faceimagewithout the prede ned size.

4.3 Evaluation

In this section, we will have the performance evaluation for
two facial feature localization algorithms. One gray-scaleface
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Figure 4.19: Experimertal results of the localization algorithm. Four dif-
ferert people with dierent poses,skin intensities, open/closed eyes and
with/without glasses

databaseand one color face databaseare used for the experi-
merts.

4.3.1 Algorithm for gray-scale image

We have implemerted the proposedalgorithm on a SUN Ul-
tra 5/400 workstation under Unix ervironment. Figure 4.19
shavs someof the experimertal results. Moderate subject size
database,Olivetti Researb Lab, is used. There are 40 subjects,
eat with 10 variations to form a setof 400images.All the im-
ageshave the samesize(92 112pixels), cortained frontal-view
and half-pro le view. We can locate both of the irises and the
horizontal position of the mouth precisely using the proposed
algorithm. The faceimagesare varying in poseslighting, facial
expressionsand facial details, sud aswith and without glasses,
open and closedeyes.

We have useddi erent costfunctionsto nd the position of
irisesand calculatethe Euclideandistancebetweenthe position
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Comparison of the results of left iris Comparison of the results of right iris
using different cost function using different cost function
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Figure 4.20: Comparisonof the result of left/righ t iris using di erent cost
function.

found by the proposedmethod and manually selectedposition
from the image. Figure 4.20shons the correctnesof the left iris
and right iris. By obsenation, the costfunction using both the
normalizedcross-correlatiorand separability obtainsthe highest
correctionrate. We can concludethat the separability can help
to increasethe accuracyof nding the position of iris. To usethe
separability, we needto set the radius of the template (Figure
4.10)in the calculation. We have set the radius of the template
from the range of [2, 7] and apply the algorithm. Increasing
in radius will increasethe executiontime signi cantly, howewver
the correctnessof the result will not be better. From the results
(Figure 4.21), we know that radius 3 have the best performance
becausehe radius of the iris in the input imageis about 3 pixels.
Table 4.1 shows the results of the experimerts. The execu-
tion time of the proposedalgorithm is about 0.5s. Our proposed
method is faster than the original template matching method
and another method that useHough transform and separability
lter [61]. Facial points sud as eye, eye bows, noseand mouth
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Figure 4.21: Comparisonbetweenthe separability usingdi erent radius.

Table4.1: The comparisonof the performancesof the proposedmethod, the
template matching and the method using Hough transform and separability

| Algorithm | Correct rate(%) | CPU time |
Prop osed method 88.5 0.5
Prop osed method without separability 84.75 0.3
Template matching 63.75 0.6
Hough transform and separability Iter method 56.5 19.3

take animportant role for facerecognition. We proposean algo-
rithm that is based-ontemplate matching and the separability
lter to extract the feature points in a fast manner.

4.3.2 Algorithm for color image

The previousgray-scaleface databaselack of color information
and can not be usedfor the ewaluation. Thus, we have cho-
senthe AR color face databasefor the experimernts. There are
about 130di erent subjects and eat subject corntains two sets
of imagesthat are taken in two sessions.We select4 subsets
of the imagesof ead subjects for the test, that are varying in
poses,facial expressionsappearancewith and without glasses,
open and closedeyes. Figure 4.22 shavs someexampleof set of
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Figure 4.22: Examplesof set of imagesfor testing.

Table 4.2: The results of AR facedatabase

w and w/o glasses w/o glasses
Set1-4 | Set1-3 | Setl || Set1-4 | Set1-3 | Set1l
# of images 1,020 765 255 736 552 184
# of errors 220 124 26 97 48 6
Correct rate(%) || 784 | 838 | 89.8 || 868 | 913 | 96.7 |

iImages. The description of ead subsetof imagesis as follow:
1. Neutral expression
2. Smile
3. Anger
4. Scream

This algorithm will be usedto normalizea faceimageinto an
upright imagewith 112 92 pixels. The upright facethat con-
tains two eyesand one mouth is classi ed as correct extraction.

The algorithm is evaluatedwith di erent experimertal setup.
We have divided the face imagesinto two groups, image with
glassesand image without glasses.Figure 4.23 shavs someex-
amplesof the correctnessof the result image and The experi-
mental results with thesetwo setting are showvn in Table 4.2.

The correctnes®f the facewith neutral expressiorcanobtain
nearly 90%. The accuracyof the algorithm decreasesvhenthe



Chapter4 Facial Feature Localization 90

Figure 4.23: Examplesof the correctnessof the images.

Figure 4.24: Example of imageswith glasses.

variation of the imageincreases.Most of the imagesin set4 are
closedeyes, the information from the luma eyemapis reduced.
This resultsin decreasinghe correctrate to 78.4%. Besideswe
nd that lots of imageswith glassedhave strong re ected light
around the eyes(Figure 4.24). The valuesof chrominancecom-
ponerts are unusual around the eyes. Thesea ect the accuracy
of locating the eye candidates. Therefore, we selectall the im-
ageswithout glassedor another testing. The results are showvn
in the right-hand side of the Table 4.2. We seethat the accu-
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racy increasedy 6-7%for all the three results when compared
with the former one. This shaws that the re ected light from
the glasseglegradeshe performanceof the algorithm. For the
iImagewith neural expressionthe correctnesof the localization
algorithm can achieve 96.7%.

In this chapter, we have proposedtwo facial feature localiza-
tion algorithms. For the gray-scaleimage,the eye regionis rst
locatedto reducethe seard spacefor locating the eyesand the
separability Iter is appliedto increasethe accuracyof locating
eyes. For the color image, the separability Iter is applied to
construct a sepmap. This sepmapis then combined with the
color information to increasethe accuracyof choosingeye can-
didates. Moreover, the location of the eyescanbe found insidea
non-upright faceimagewithout the prede ned size. Evaluation
of our proposedalgorithms are givenin this chapter.

2 End of chapter.



Chapter 5

Face Pro cessing System

We have investigated se\eral technologiesfor face processing
that include facedetection, facerecognition and feature extrac-

tion. An integration work for di erent technologiesis neededto

dewelop a faceprocessingsystem. In this chapter, we rst intro-

ducethe purposeand the architecture of our system. There are
somelimitations that restrict our systemdewelopmen. Explana-
tion and solution for the problemsare discussed.Furthermore,

detailed implemertation for eac module is descriked.

5.1 System architecture and limitations

We have deweloped a face processingsystemthat detects and
tracks a face automatically. The purposeof the systemis to
identify the personwho sits in front of a web camera. The sys-
tem consistsof four main componerts: 1) Pre-processing?) face
detection, 3) facetracking, and 4) facerecognition. The system
architecture is shavn in Figure 5.1. The raw imagedata is rst

pre-processedo nd out all the face candidates. Presenceof
faceis known in the facedetection module usingthe SVM clas-
si er. Facetracking is then performedinstead of facedetection
in consecutie framesto improve the e ciency of locating the
position of the detected face. Face recognition is applied to
identify the person.
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Figure 5.1: Systemarchitecture of the face processingsystem

For an online system,the processmust nish within a xed
time interval. The executiontime for ead module is concerned.
We haveatrade o betweenthe performanceand accuracy The
main problem we facedis the processingtime of face detection
module. Although we have proposeda FaceDetection Commit-
tee Machine that improvesthe accuracyof classifyingthe face
pattern, we cannotchoosethe proposedmethod for the detection
module due to the executiontime of the FDCM. To solwe this
problem, we take the advantage of using color information to
processthe input data and then the SVM classi er is employed
in the facedetection module. Detailed descriptionsabout ead
module are presened in the following section.

5.2 Pre-pro cessing module

This module is appliedto reducethe noisy componerts from the
capture device,and to reducethe seart spaceof facedetection
and facetracking. In the pre-processingmodule, the systemis
activated by motion detection method, and the skin segmeta-
tion is appliedto nd out all the possiblefacecandidateregions.
The ow of the pre-processingmodule is shavn in Figure 5.2.
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Figure 5.3: 2D projection in the
CrCb subspacdgray dots represeh
skin color samplesand black dots

Figure 5.2: The ow of the pre- represen non-skintone color)[55]

processingmodule

5.2.1 Ellipse color model

Firstly, image obtained from the capture device or video le
is transformed from RGB color model to YCrCb color model.
The luminancecomponert (Y) is usedfor the facedetectionand
chrominancecomponert (Cr and Cb) are usedin other modules.
In various studies, human skin color is not a uniform distribu-
tion around the whole color space. Human skin color is one of
the e ective featuresto detect facein a complex badkground.
Although di erent people have dierent skin color, there are
se\eral papersshown that the major di erence is variesin inten-
sity but not their chrominance. There are various color spaces
have beenused,sud as RGB, normalizedRGB, HSV, YCrCb,
YIQ, etc. Kjeldsenand Kenderde ned a color predicatein HSV
color spaceto separateskin regionsfrom badkground [65]. Most
of human skin tone can be represeted by an elliptical equation
in the YCrCb color space(Figure 5.3) [55. We employ the el-
lipse color model to locate all the esh color to form a binary
mask. Morphological operation is then applied to the binary
maskto form a new binary mask. This step can reduce noisy
componerts especially for imagestaking from the web camera.



Chapter5 Face ProcessingSystem 95

Figure 5.4: The motion detection step: (a) The imageat time-stept, (b) the
imageat time-stept+1, (c) the binary skin maskof (a), (d) the binary skin
mask of (b), and (e) the motion map.

Motion detection

Motion detection has beenusedto detect the human face by
[62). We apply this technique to detect the moving segmeh for
further processing.Oncethe systemruns, the motion detection
starts to detectany movemert of skin color betweentwo images.
The two images rst employ the ellipsecolor model to form two
morphologicalbinary masks. Let B(x; y) and B+1(X; y) be the
morphologicalbinary masksat time-stept andt+1, respectively.
The motion map M (X;y) is de ned as

8

3 0 if By(x;y) = 0and B (x;y) = 0

: 1 if Bi(X;y) & Bia(X;y) . (B.1)
- 2 if By(x;y) > Oand Bra(x;y) > 0

M(xy) =

Figure 5.4 shaws the processof motion detection. For the
motion map, the valuesof 0, 1, 2 arerepreserted by black, white
and gray in Figure 5.4(e), respectively. The moving segmen is
found by courting the pixels within the boundary of the white
regiononly.
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Figure 5.5: Skin segmetation step: (a) original image(b) binary skin mask,
(c) binary skin mask after morphologicaloperation, and (d) facecandidates

Skin segmentation

The skin segmetration is performedon the image by applying
the newbinary maskto nd out the facecandidatesregionsfrom
the image. The skin segmetation stepsare shavn in Figure 5.5.
This module usesthe color information to reducethe seart
spacefor nding face candidates. New face candidate regions
are passednto the facedetection module.

The color model helps to detect the skin color like region
that can be applied for motion detection and segmetation of
face candidateregion. Motion of skin color triggers the system
to have further processing.

5.3 Face detection module

After the face candidatesare found, the candidate regionsare
veri ed by facedetection module.

5.3.1 Choosing the classier

Besidesthe accuracyfor detecting faces,executiontime is an
important factor for choosing a suitable model for the system.
Eadh model hasdi erent executiontime, detectionrate and false
alarm rate. To choosethe most suitable model for the system,
we needa performanceevaluation for eatc model.
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Table5.1: Performanceevaluation for di erent classi ersusing CBCL testing
set (24,045patterns)

@

(b)

©

(d)

(©)+(d)

Metho d

Time(s)

False alarm rate

Normalized

@

Normalized

(b)

P erformance

NN

35.5732

26.97%

-0.8517

0.6813

-0.1703

SNowW

63.6025

27.62%

-0.2889

0.7490

0.46018

SVM (polynomial)

65.2234

12.32%

-0.2563

-0.8440

-1.1002

SVM (linear)

61.1298

27.43%

-0.3385

0.7292

0.3907

FDCM

164.3991

7.79%

1.7352

-1.3156

0.4196

We rst calculate the averageexecutiontime for classifying
ten trials of 24,045testing images,note that the time for loading
the image le anddata le is excluded. The statistics are shown
in Table5.1. Most of the modelsconsumearound 63 seconddo
nish the testing processexceptthe Neural Networks, that uses
around 36 secondsonly. The false alarm rates of eath model
with the samedetection rate are selectedfor the calculation of
the performance.The performanceof ead model is de ned as

t fi i

t.
Perf ormancg = - +
t

(5.2)

wheret; and f; are the executiontime and the falsealarm rate
of classi er i, respectively, ; and ; arethe meanand standard
derivation of the executiontime of v e classi ers, respectively,
and { and ; arethe meanand standardderivation of the false
alarm rate of v e classi ers, respectively. The scoreof the SVM
model with polynomial kernelof seconddegreeobtain the lowest
score(-1.1002). Thus, the SVM model with polynomial kernel
of seconddegreeis chosenasthe facedetection classi er for our
system.

5.3.2 Verifying the candidate region

To verify the candidates,the SVM classi er is appliedfor detect-
ing a facein the region. The whole set of training and testing
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Figure 5.6: The ow of the facedetection module

imageof the CBCL facedatabaseare usedfor training the SVM
classi er, that totally includes 2,901 face patterns and 28,121
non-facepatterns. The ow of the face detection module is
shavn in Figure 5.6. Ead extracted candidate region is re-
sizedto various scalesto detect di erent sizeof faces.A 19 19
seart window is searting around the regionsfrom top left of
the resizedregion to bottom right. Histogram equalization is
performedon the window, that compensatesthe cameravaria-
tions sud as lighting variations. Figure 5.7 shavs an example
of re-scalingand histogram equalization.

Ead seard window is classi ed into facepattern or non-face
pattern usingthe SVM classi er. The scaledown approad can
help to avoid the processof excesseart window. For the same
sizeof region, detecting a large face processes smaller number
of seartr window than detecting a small face. The number of
detectedface pattern is accunulated to reducethe false detec-
tion of the system. We only acceptthe region cortaining a face
when the number of classi ed face pattern is more than three.
After the rst presenceof a faceat the larger scale,the pixelsin
the detectedwindow are extracted and then passinto the face
tracking module or facerecognition module.
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Figure 5.7: The procedure of face detection: (a) Original face candidate
region, (b) resizethe region into di erent scales,(c) the zigzag movemern
of the 19 19 pixel seartr window, (d) one of the seart window, and (e)
histogram equalizationon the seart window.

Figure 5.8: The ow of the facetracking module.

5.4 Face trac king module

More information is neededto extract from the detected face.
We start to track the face region using face tracking method
instead of face detection method. The ow of the facetracking
module is showvn in Figure 5.8. The main processfor tracking
the detectedobject is the Condensationalgorithm.

5.4.1 Condensation algorithm

Conditional Density Propagation(Condensation)algorithm [57)

Is a sampling-basedracking method. It represets the posterior
probability density p(x{jZ;) using a set of N random samples,
denotedfS{M:n= 1, :Ngwith weights (. There are three
phasedo computethe density iterativ ely at eat time stept for

the set of random samplesto track the movemernt:
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Figure 5.9: Onetime-step of the Condensationalgorithm [57]

1. Selectionphase. The elemen with high weights in the set
St(”) hasa higher probability to be chosento the predictive
steps.

2. Predictive phase. The new sample set St(f} for the new

time-step t+1 is generatedby independent Brownian mo-
tion of the selectedelemerns in the previous phase. The
weights t(fi are approximately from the e ectiv e prior den-

sity p(X¢+1)Z¢) for time-stept+1.

3. Measuremeh (Update) phase. A measuremen model is
givenin terms of likelihood p(z:+1jXi+1), and the posterior
PDF p(Xt+1]JZt+1) IS calculatedby

p(Xt+1th+1) = G+1 p(Zt+1th+1)p(Xt+1th) (5-3)
wherec+, IS a normalization factor.

Figure 5.9 shonvs an exampleof the three stepsof the prob-
abilistic propagation process. By using the above steps, the
momert of the tracked object can be estimated by the newly
formed sampleset.
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5.4.2 Tracking the region using Hue color model

Condensationalgorithm is employedfor facetracking in our sys-
tem. A measuremet model needsto be de ned for the algo-
rithm. There are se\eral color models can act as the measure-
ment model.

1. HSV color model. The transformation of HSV is non-linear
and the Hue channel represeis the most signi cant char-
acteristic of the color.

2. RGB color model. All the channelinformation should be
included for represeting the skin color.

3. YCrCb color model. The distribution of skin coloris repre-
serted by two channelsCr and Cb without the brightness

[55.

To reducethe processingtime, we chooseone dimensionmodel
rather than two or three dimensionmodels. Thus, the model is
expresseasa histogramof the Hue channelin HSV color space.

The region detectedby the face detection module is usedto
calculate the histogram of the color model. A new sampleset
(100) is randomly selected,then, a set of random number is
generatedand is added into the sample set. Badk-projection
algorithm translatesthe color histogramto probability distribu-
tions. The probability distributions are transformed from the
dynamics and formed the weight of ead sample point. The
mean position of the tracked faceis calculated by the momerts
of the sampleset.

If only the Hue channelis applied in the tracking algorithm,
the boundary of trackedfaceis not precise,and may be diverged
to the badkground whenthe histogramis similar to the tracked
object. To solwe this problem, the input image is masked by
the binary skin maskthat is calculatedin the pre-processmod-
ule. The localization period canbe reducedin the Condensation
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Figure 5.10: The ow of the facerecognition module

algorithm. Becausethe probability of masked region being se-
lectedasthe sampleis decreasedThe tracker cancomputemore
quickly and is more insensitive to the badkground noise.

5.5 Face recognition module

The last module for the systemto extract information is face
recognition module. Two main steps for the face recognition
module are shown in Figure 5.10. Normalization is applied on
the faceregion, and the idertit y of the resultant imageis rec-
ognizedusing the Eigenfacemethod that hasbeendiscussedn
previouschapter.

5.5.1 Normalization

Toimprovethe accuracyof the recognitionresult, normalization
Is performedon the trackedregion. Theseinclude rotation, scal-
ing and pixel normalization. Referencepoints, like the position
of the eyes, provide the standard method for the normalization.
Our proposedlocalization algorithm for color imageis applied
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Figure 5.11: A set of training image of one subject.

for the normalization, that usethe color information and the
separability Iter for locating the position of eyesand mouth.
The resultant imageare normalizedto 92 112 pixels imagefor
further processing.

5.5.2 Recognition

Eigenfaceis usedto recognizethe image. We have discussed
about the property that variation in the pixel valueswill a ect
the recognition result. To minimize the e ect of the pixel vari-
ation, the normalized image is rst extracted by the method
descriked in the previoussection.

In our system, we divide the recognition processinto two
phases,i.e., training and recognition. For the training phase,
ead subject cortains 10 normalizedimagesthat are captured
from our system(Figure 5.11). The set of training imagescon-
tains variation in the facial expressiorand di erent anglesfrom
the frontal view. Sizeand orientation variations are not required
In the training set becausethe normalization step provides a
standard image. Thus, the training set can be more compact
when compareto thosewithout normalization.

After Eigenfaceis applied on the training set, the rst 30
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eigervectors are selectedas principle componerts. Each of the

training imagesis then projected onto the principle componerts

to extract 30eigencoe cien ts. Whenthe systemhascaptureda

new image,this imageis rst projected onto the principle com-
ponerts to calculate 30 eigervalues. A simple distancemeasure-
ment, Euclidian distance,is chosenfor the similarity measure.
The identit y of the test imageis classi ed by the faceclasshav-

ing the minimum Euclidian distancebetweenthe test imageand

the training image.

5.6 Applications

The systemcanbe modi ed basedon the systemarchitecture to
suit di erent purposes.The modi cations include changingthe
capture deviceand recordingthe status of the tracked person.

1. Recognition system. The name of the personcan be rec-
ognizedif that personhasa personalrecordin our system.
The systemcan have two typesof applications, naming the
personin 1) videoconferenceand 2) newsreport. The video
stream from the video conferencebecomeshe capture de-
vice. The position of the personat di erent time can be
recordedusing the facetracking module, and the identit y
of the personcan be extracted using the face recognition
module. Information canbe extracted from the multimedia
by the system. The location, sizeand identity of a person
can be found from a photo or video le.

2. Authentication system. The identit y given by the usercan
be veried by our system. When the resultart identity
matchesthe given identity, permissionwill be granted to
that user. For example,the web camerais placedin front of
the door asthe input device. The usercan provide the user
identit y to the systemfor veri cation. The authertication
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of the door entry will grant to that userupon the successful
cheking.

In this chapter, we provide the detailed description about
the implemertation of our system. Theseinclude the systemar-
chitecture, the processo w of eatcy module and the technologies

we appliedin our system. Se\eral applicationscanbe deweloped
basedon the modi cation of our system.

2 End of chapter.



Chapter 6

Conclusion

This thesisinvestigatesthe knowledge of face processing. The
technologiesof faceprocessingare studied including face detec-
tion, facetracking, facerecognition and expressionrecognition.
A detailed survey about facial feature is presened. We have
classi ed the facial featuresand the feature extraction methods
into categories. The performanceof face recognition methods
aresummarizedthat helpresearterto have a brief introduction
about current techniquesand the ewlution of face recognition
methods.

Before the dewelopmern of the face processingframework,
techniguesabout di erent modules are studied. We have pro-
posedan ensenble approad for face detection module. FDCM
is applied to increasethe accuracy of correct classi cation for
faces.The madine conbinesthree facedetection methods that
are SNoW algorithm, SVM, and NN. An ewaluation amongthe
three individual approacesand FDCM is presened using the
sameset of training images(6,977) and testing images(24,045)
in the experimental result. The result shows that the false
alarmrate of FDCM (7.79%) is nearly half of the bestapproat
(12.32%)amongthree approades.

The position of human eye is an important information for
facetracking and facerecognition. Two localization algorithms
for facial featuresare proposedfor gray-scaleimage and color
image. The algorithm basedon template matching and separa-

106
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bility Iter is descrikedto nd the position of irisesand mouth.
The separability Iter is shovn to be useful in improving the
accuracyof eye localization. This algorithm combinesthe color
information to normalize the faceimage, and works satisfacto-
rily in our system.

Lastly, the knowledgeobtained from the literature is showvn
to be usefulin the dewelopmert of a face processingsystem. A
face processingsystemis deweloped for genericpurpose. Vari-
ousfaceprocessingechniquesare employed in the system,that
include face detection, face tracking, facial feature localization
and facerecognition. A wide rangeof applicationscan be deel-
opedbasedon the proposedarchitecture by adding or modifying
the function of modules.

Theseresults support our aim of this thesis: knowledge of
processingiacecan be usedto dewelop a genericface processing
system.

2 End of chapter.
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