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Abstract

Video over Internet is getting more popular now than ever before, due to the rapid growth of Internet bandwidth and the growing use of video in education, entertainment, and information sharing.  Among the vast video sources, it is more convenient to find a piece of video that we want with visual video descriptions.  This paper describes a framework for construction and matching of Video Table-of-Contents.  

We propose a solution for automatic construction of descriptive video Table-of-Contents (TOC) with ADVISE, Advanced Digital Video Information Segmentation Engine.  ADVISE enables the representation of the video TOC using web-based interface and also allows the customization of video presentation based on the TOC.  There are three key components in the ADVISE system.  The first component consists of a video segmentation engine to analyze and group the video contents using temporal orders and video frame similarities. This component segments the videos into multi-level tree structures, which are the video TOC.  Second, we define an XML Document Type Definition (DTD) to represent the resulting video structure.  XML provides a compact and extensible representation to various kinds of video structures, with the capability of visualizing those structures in common web browsers using eXtensible Stylesheet Language (XSL).  In the third component, we provide a web-based interface for ADVISE that allows users to customize a SMIL presentation for retrieving their interested video segments, which are based on the XML video structures generated before.  To evaluate our system, we process a set of videos with four different approaches.  Our experimental results show that the segmentation approach employed in ADVISE using adaptive threshold and weighted regional color histograms is the most accurate one in generating the video structures.  Besides, the generated XML video structure is illustrated on a web browser to provide a visual description of the corresponding video, while the customization of SMIL presentation is handled through the generated structure.
Based on the multi-level video tree structures generated in ADVISE, we propose two tree matching algorithm to measure the similarity between videos.  The first one is the non-ordered tree matching and the second one is the ordered tree matching. The first algorithm is not constrained by the temporal ordering of the video, while the second algorithm takes the temporal ordering into account. The color histogram features extract in the video shot level is used for matching components in videos. Our experiments on a small set of various videos demonstrate that the proposed tree matching algorithms produce similar ranking results to what human will produce.
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1.
Introduction

Nowadays, since the rapid development of the Internet technologies, information sharing on the Internet is not limited in textual format.  With the higher network bandwidth, people can retrieve information in the form of multimedia including image, audio, and particularly video.  Video is getting more popular in education, entertainment and other multimedia applications. It is because video enriches the content delivery by combining visual, audio, and textual information in multiple data streams.  Under the evident growth of the volume of video contents, users may become confused while looking for a piece of videos they want from the abundance sources.  Consequently, there is an urgent demand for video descriptions to enhance efficient browsing and retrieval of video contents [6].  A visual description, which uses key images extracted from the video, is a desirable way to present the video contents [5]

 REF _Ref532203097 \r \h 
[18]

 REF _Ref532203108 \r \h 
[22]

 REF _Ref532203114 \r \h 
[26].  With those extracted images well organized in the description, we can concretely know what have been shown in the video, and how are those key images synthesize the video contents.  

In this paper, first we propose a system called ADVISE, Advanced Digital Video Information Segmentation Engine, to automate the generation of the visual descriptions for videos.  The generated visual description is regarded as a Video Table-of-Contents (TOC).  Secondly, we make use of the structure of the Video TOC to develop algorithms for matching videos.

ADVISE is beneficial in providing descriptive video structures to picture out the contents for videos on the Internet.  Users are then able to determine efficiently whether they are interested in a video clip by browsing the corresponding video structure.  ADVISE also enables the users to generate their customized videos.  They can combine their interested segments from video structure into their customized video presentation.  Moreover, they can further apply ADVISE on a Digital Video Library [7]

 REF _Ref532203141 \r \h 
[13]

 REF _Ref532203155 \r \h 
[28] to improve the video segmentation with the video structure formation [13]

 REF _Ref532203108 \r \h 
[22], which acts as a web-based user interface for video management.

ADVISE system contains three major components.  The first component we implemented is the video segmentation engine.  It is responsible for analyzing the video content, retrieving key video frames, and building the video structure [8]

 REF _Ref532203141 \r \h 
[13]

 REF _Ref532203108 \r \h 
[22]

 REF _Ref532203248 \r \h 
[34].  In the second component, we have defined an XML Document Type Definition (DTD) to provide grammars for the components of the video structure, and to maintain the consistency of XML.  The resulting video structure from the first component is stored in the XML format [29] according to the DTD.  By using the eXtensible Stylesheet Language (XSL) [30], we further transform the XML video structure into a well readable web interface, which is used as a visual description for a video on the Internet.  In the third component, we implemented a SMIL generator, which resides on the web server to customize SMIL video presentation [31] based on the video structure.  Through the web-based interface, users can select segments from the video structure, submit the request to the SMIL generator, and play the returned SMIL video.

Based on the video structure generated by ADVISE, we propose two tree matching algorithms [17].  The first one is the non-ordered tree-matching algorithm and the other is the ordered tree-matching algorithm.  They are different because the ordered tree-matching algorithm is constrained by the temporal ordering but the non-ordered tree-matching algorithm is not.  Therefore, the ordered tree-matching algorithm can be applied for matching video with similarities in both structure and video features, while the non-ordered tree-matching algorithm can be applied for matching video with similar video features only.  The tree matching algorithms rate video similarity using the color histogram feature, which is already extract from the video structure generation in ADVISE.  Using the proposed matching algorithms, we are able to determine the similarity between videos in color histogram feature.  

This paper is organized as follows.  Section 2 is a review on Digital Video Library, the structure of video, and the SMIL presentation.  Section 3 introduces the video TOC. Section 4 describes the detail architecture of ADVISE, which constructs the video structure.  Section 5 describes the matching of video structure.  Section 6 describes the future work, while Section 7 concludes this paper.

2.
Review

We review three related areas of our research work in this section.  They are the Digital Video Library, the structure of video, and the SMIL presentation.
2.1
Digital Video Library 

Digital Video Library is a comprehensive system, which integrates a variety of video analyzing techniques, including speech recognition, face recognition, and video caption extraction, to provide content-based indexing and retrieval of video to users [9]

 REF _Ref532203433 \r \h 
[14].  To enable these services, raw videos will undergo two key preprocessing steps.  The first step is the video features extraction and the second step is the video segmentation.  In the following paragraphs, we will discuss these steps in two well-defined digital video libraries, the VISION project proposed by Li et al. [14] and the Informedia Digital Video Library project at Carnegie Mellon University [6]

 REF _Ref532203430 \r \h 
[9]

 REF _Ref532203477 \r \h 
[27]

 REF _Ref532203155 \r \h 
[28]. 

In the VISION project, three different video features are extracted.  The first one is to construct the color distributions for video images through a histogram-based image analysis.  Although it tries to match only an abstractive idea of the objects appearing on video, this approach provides a very good balance between an efficient extraction and acceptable image similarity metrics [14].  The second feature is the video captions.  Captions are extracted from video frames and divided into tokens (words).  These tokens are reduced to their word stems, and stop words in them are removed.  So, they become the keywords to represent the video.  The third feature extracted is the audio energy level from the audio track of the raw video. 

By using those features extracted, VISION carries out segmentation of the videos.  With the color histograms, VISION identifies shots by dividing the video at the sharp histogram changes.  The resulting video shots are examined for possible merging of related shots into scenes using the extracted audio energy level and the keywords.  If there are people talking at the shot transitions, it results in a high audio energy level.  VISION expects shots with high audio energy level at the transition can be merged for presenting a series of related topics.  With the caption keywords, VISION evaluates the contents relevancy for shots by counting the number of same keywords appearing on them.  The shots relevant in textual contents are further merged to video scenes as the final segmentation result.

The Informedia project employs a more complex video features extraction model.  The video features extraction can be classified into three categories, the audio analysis, the image analysis, and the natural-language processing [9]

 REF _Ref532203155 \r \h 
[28].  For the audio analysis, in addition to extracting the audio energy level similar to VISION, Informedia generates the full transcript, which is more informative, by automatically using speech recognition techniques.  In the image analysis, Informedia also extract color histograms and caption text from video frames.  Besides, it detects human face presence and video motions.  Human faces appearing on video are detected using the method of neural-net arbitration.  For motions in videos, Informedia uses the camera motion approach, which tracks changes of individual regions in frames, and creates a vector representation of motions.  In the natural-language processing, Informedia investigates the content relevancy based on the transcript results from the speech recognition and the caption text extraction.  Similar to VISION, Informedia performs keywords stemming to produce a textual description for video.  Probabilistic matching is also applied on those keywords to return an ordered ranking on video content relevancy.

Informedia proposes three video segmentation approaches using different video features extracted.  The first approach is a simple color histogram difference measure, which is equivalent to the shots detection in VISION. It is efficient to give an initial segmentation for using this content-free method [28].  The second approach improves the first approach by considering both image features and audio features.  In addition to the audio energy level used in the scene formation of VISION, the speech recognition result is used to determine the contents changes, and consequently, the approach becomes content-based and more reliable.  The third approach is to consider the camera motions such as zooming, panning, and forward camera motions. This method can demonstrate the image flow, but it does not promise a content-based segmentation.

Both VISION and Informedia projects discover that using simple histogram-based video shots detection method is not sufficient for a content-based segmentation. Other video features are used to assist the segmentation.  Therefore, in the following section, we introduce a hierarchical video structure, which provides a more organized image analysis mechanism for the video contents, such that the segmentation in Digital Video Library can be improved.

2.2
Structure of Video

A video can be decomposed into a well-defined structure consisting of five levels [22]:  (1) Video shot is an unbroken sequence of frames recorded from a single camera.  It is the building block of a video.  (2) Key frame is the frame, which can represent the salient content of a shot.  (3) Video scene is defined as a collection of shots related to the video content, and the temporally adjacent ones.  It depicts and conveys the concept or story of a video.  (4) Video group is an intermediate entity between the physical shots and the video scenes.  The shots in a video group are visually similar and temporally close to each other.  (5) Video is at the root level and it contains all the components defined above.  The hierarchy of these video components is demonstrated in Figure 1.  We can transform the hierarchy into a structured format as shown in Figure 2.  This structure can be regarded as a specialized tree whose tree depth equals to four.


[image: image1.wmf]Key Frames

Key Frames

Video Shots

Video Shots

Video Groups

Video Groups

Video Scenes

Video Scenes

Video

Video

Time

Group 1

Group 2

Group 3

Group 4

Group 5

Group 6


Figure 1: Hierarchy of Video Components
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Figure 2: Video Tree Structure

The tree structure is constructed in a bottom-up manner starting from the shot level. Different methods on detecting the boundaries of video shots have been proposed [3]

 REF _Ref532203659 \r \h 
[4]

 REF _Ref532202796 \r \h 
[5]

 REF _Ref532203215 \r \h 
[8]

 REF _Ref532203248 \r \h 
[34][35].  Among different categories of algorithms, the histogram-based method is one of the most popular and efficient approaches [25].  By applying these boundary detection methods, a video is divided into shots, which consist of a sequence of similar frames.  In order to provide an effective grouped analysis, some researchers suggested reducing the number of video fragments by grouping similar shots into a video group [12][13][16][19].  At the video scene level, it is composed of content related groups.  Rui proposed that a video scene could be constructed by the temporal information defined therein [22]. These video scenes should be more understandable than those constructed in lower level video components.
2.3
SMIL Presentation

For the customization of videos, we propose to use Synchronized Multimedia Integration Language, SMIL.  The standard of SMIL is designed for performing synchronized multimedia presentation on the Internet.  We can use SMIL to specify the temporal behavior of the presentation, design the layout on the screen, and associate media objects with hyperlinks [31].  SMIL documents are in fact an XML with well-defined DTD such that SMIL browsers can interpret the tags and make proper layouts or operations, similar to the HTML for common web browsers.  There are several SMIL browsers available on the Internet, e.g., GRiNS [20] and RealPlayer [21].  RealPlayer allows SMIL presentation to load streamed media clips through the Real Time Streaming Protocol (RTSP), so that the playback always keep synchronized according to the timeline [21].

SMIL is often applied to online video personalization systems [10]

 REF _Ref532202807 \r \h 
[11]

 REF _Ref532203772 \r \h 
[19].  Two main reasons made SMIL favorable.  First, SMIL benefits from the XML plain-text property. Web server can receive selections of preferred video clips from users through a web interface, and instantly generate the corresponding SMIL presentation with server-side scripting languages such as PERL.  The selected video clips are wrapped by SMIL and played according to users preference [10].  This model is demonstrated in Figure 3. The second reason is the network and client adaptability of SMIL [11].  It can dynamically configure the most appropriate media object for streaming, which depends on client display capabilities and connection speed.  It would be convenient and safe for the SMIL browser on the client side to handle these limitations, instead of including additional considerations while generating the SMIL presentation.
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Figure 3: Model for Video Personalization using SMIL

3.
Video Table-of-Contents

The Video TOC is in fact a visual representation of a video tree similar to Figure 2 [22].  It is also particularly useful and convenient for video browsing in a digital video library.  The following Figure 4 shows an example Video TOC.

There are 3 major functions for using this representation.

· Summarization
We can easily understand the structure of the video from the representation. Some simple description of scenes can be manually added so that we can get an abstract idea for the whole video.
· Indexing
We can browse a specific video segment by selecting it from the Video TOC.

· Providing Additional Information

For each component in the representation, we can show more details like the duration, the start time and the end time; thus, the Video TOC is more informative. 
[image: image4.png]Decpta:lning Bk




Figure 4: A Video Table-of-Contents

4.
ADVISE

In this section, we describe the system architecture of ADVISE.  Figure 5 shows the components in ADVISE and its relationship to a Digital Video Library.
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Figure 5: ADVISE and Digital Video Library

As shown in the Figure 5, ADVISE is integrated with the Digital Video Library by substituting the video segmentation process, as well as providing a web-based users interface for video description and video customization.  The ADVISE system contains three major modules.  They are the video segmentation engine, the generation of video tree structure in XML, and the video customization using SMIL.  They are described in detail in the following subsections.

4.1
Video Table-of-Contents Construction

In this module, a 4-level video tree structure is constructed according to the definition in Section 2.2. To build up this video tree structure, the three major steps are video shot boundaries detection, video groups formation and video scenes construction.

4.1.1
Video Shot Boundaries Detection

In this step, we employ a color-histogram-based approach [3]

 REF _Ref532203659 \r \h 
[4]

 REF _Ref532203719 \r \h 
[25] to detect the video shot boundaries.  Since the color histogram method can only detect the global color changes between video frames, we make improvement by using regional color histograms to catch a more local color distributions in video frames [24].  As a result, a video frame is divided into 5 regions as shown in Figure 6.
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Figure 6: Five Regions in a Video Frame
Therefore for each video frame, we collect six color histograms including five for regional and one for the overall frame.  We calculate the color histogram differences between consecutive video frames along the video sequence using the following equations.
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(1)

Histi,t(k) denotes the k-th color value in the histogram for region i in frame t.  RD1(t) is the difference in the center region, RD6(t) is the difference in the whole frame, and the other four are the differences at the four corner regions.  WRD1, WRD6 and WRD2to5 are the weights to the RD1, RD6 and the four corner regional differences, respectively.  We set WRD6 to the largest value among all weights since we concern most on the global color changes, and we want to avoid misdetections of video shot boundary due to objects movements across regions in video frames.  WRD1 should also be larger than WRD2to5.  It is because the most important objects are normally taken at the center of the screen, and relatively more background changes occur at the corner regions.

After calculating the frames color differences, we need to determine whether a video shot boundary occurs by using a threshold value:
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(2)

Since the choice of threshold value can greatly affect the accuracy of video shot detection, we implement the approach on adaptive threshold using entropies suggested by Yu [34].  With the largest frame color difference equals to L, we divide the range of values from 0 to L into M intervals.  We can then count the frequency of the color differences for each interval.  For example, at interval j, we calculate fj as the following.
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(3)

where n is the number of frames color differences. IntervalSize is calculated by L/M.

We select a value T in between 1 and M, so that T divides those M intervals into two classes, one for the video shot boundaries and the other for the non-boundaries.  These two classes have their corresponding probability distributions of frame color differences.  The probabilities for the non-boundaries (Pns) and the boundaries (Ps) are defined as follows:
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(4)

The entropies for the non-boundaries (Hns) and boundaries (Hs) are then calculated according to the following probabilities:
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(5)

We can find out an optimal Topt, at which the sum of the above entropies is the largest:
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     (6)

As a result, we can then calculate an optimal threshold equals to Topt times the size of interval. The video shot boundaries are determined using the optimal threshold.
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(7)

According to these video shot boundaries detected, we can divide the whole video sequence into a number of video shots.  We take the first frame of each video shot to be the key frame of the shot.  A key frame represents the video shot in the video groups and scenes formation described in the following step. 
4.1.2
Video Groups Formation

After the detections of video shots, we collect similar shots into video groups.   For each video shot, we take the key frame to compare with the key frame from the most recent shot in each group by the following equations.
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(8)
FDts,tg denotes the color difference between the key frame ts of the current shot s and the key frame tg from group g.  It can also represent the color difference between the current shot s and the group g.

We consider the temporal factor such that we will not allow grouping of visually similar shots if they are far apart from each other in time [22].  Therefore, the color difference between the current shot s and the group g is defined as the following:
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Temporalts,tg  denotes the temporal attraction factor.  AvgShotLength is the average length of video shots.  K is a predefined value which controls the increase in Temporalts,tg.  When the current shot s is compared with all the existing groups, we can find out the group g’ which gives the least difference to s.  Then we can assign shot s to group g’ if the difference is also smaller than the optimal threshold T​opt times the interval size calculated in the video shot detection. That is,
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(10)

After examining all video shots, we can construct groups of similar video shots.  These video groups can give us information about the number of times that a video shot repeats and the number of different groups the shots appears in the video.

4.1.3
Video Scenes Construction

In this step, we construct the video scenes based on the video groups prepared.  We construct a continuous video sequence, which is a video scene, by combining interacting video groups.  As video shots of different video groups appear in turns, it is reasonable that their topics are closely related or even the same [18]

 REF _Ref532203108 \r \h 
[22].  The most common example is, in an interview video, there are shots taken at the interviewer, the interviewee, and both of them.  Then video groups containing those shots always intersect with each other throughout the interview.  Therefore, we can expect that if we combine those interacting video groups to a video scene, the resulting segment of video will have its own substantive content. 

There are two steps construct the video scenes.  First we need to sort video groups according to the temporal order of their first member, which is the most preceding video shot in the group.  Second, we compare the time slots for the first and the last member in the group with the time slot for each scene.  After the groups are sorted, there are then only three cases we need to handle only three cases:  (1) We assign a group to a scene if it is overlapped with the time interval of the scene.  (2) If a group includes the first member within the scene time and the last member outside the scene time, we also assign the group to the scene.  However, in this case, we need to expand the time interval of the scene to cover this group.  (3) If a group is not overlapped with any scene, we create a new scene for the group.  The examples for these three cases are shown in Figure 7.  All video scenes are constructed after every video group is examined in turns.  Figure 8 shows the interface of the implemented video segmentation engine. 


[image: image17.wmf]Scene B

Scene A

Scene B

a

Time :

b

c

d

Case (i) : 

c<m<n<d

m

Group G1

n

Scene A

a

b

c

d

Scene B

Assign G1 to B

Case (ii) : 

c<m<d & d<n

m

Group G1

n

Scene A

a

b

c

Scene B

Assign G1 to B and extend B to n

n

Case (iii) : 

d<m

m

Group G1

n

Scene A

a

b

c

d

m

n

Scene C

Create Scene C and assign G1 to

C


Figure 7: Video Scene Construction
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Figure 8: The Implementation of Video Segmentation Engine

4.1.4
Evaluation of Video Table-of-Contents

In the previous section, we have described the system architecture of ADVISE.  We evaluate the system performance in this section.  Since a more accurate video structure can better describe the video content to the users, an experiment is carried out to evaluate the accuracy of the video segmentation process in our system.  We have taken four shot commercials as a simple test set for our system.  The number of shots, groups and scenes in the set of videos are first examined by human judgments.  We then use these results to compare different segmentation approaches.  We performed video segmentation on the experimental video set with four segmentation approaches. The results are compared with the human judgments and shown in the Table 1.

In the first approach, video segmentation is based on single color histogram on each frame and a fixed threshold to determine the video shot boundaries.  This is the most basic approach, which detects only the global color changes between video frames with one color histogram for each of them.  Besides, it is convenient to set a common threshold value for video shots detection.  However, through this approach, we find that the results are not quite accurate because there are always misdetections of video shots.

In the second approach, we try to improve the first approach by using an adaptive threshold for video shots detection.  As we described in Section 3.1, the adaptive threshold is calculated using entropies.  The results of this approach are more accurate then the first approach.  It is because most of the misdetections are removed by using an appropriate threshold value for each video.

Both the first and the second approach use single color histogram for each video frame. In the third approach, weight regional color histograms are used stead.  This approach attempts to catch the local color differences between video frames.  The segmentation result of this approach is similar to that of the first approach.  However, we find that this approach can refine the segmentation results by overcoming the deficiency of applying global color differences.

The fourth approach engages the implementation of our system.  We employ the weighted regional color histograms and the adaptive threshold in our system.  Comparing with the previous approaches, we find that the results of our system are the closest to the human judgments.  In fact, the video segmentation process of our system is improved over the other approaches and it is the most accurate one among them. 
Table 1: Comparing video segmentation results with the human judgments

	
	Video
	Frames
	Shots
	Group
	Scene

	
	
	
	
	
	

	Human Judgments
	Video 1
	874
	12
	4
	3

	
	Video 2
	1571
	15
	8
	2

	
	Video 3
	901
	14
	5
	2

	
	Video 4
	894
	14
	5
	2

	
	
	
	
	
	

	First Approach
	Video 1
	874
	19
	7
	5

	- using single color histogram
	Video 2
	1571
	29
	12
	3

	- with fixed threshold
	Video 3
	901
	21
	8
	4

	
	Video 4
	894
	25
	10
	5

	
	Accuracy
	
	0.594
	0.591
	0.542

	
	
	
	
	
	

	Second Approach
	Video 1
	874
	16
	6
	4

	- using single color histogram
	Video 2
	1571
	16
	9
	3

	- with adaptive threshold
	Video 3
	901
	21
	8
	3

	
	Video 4
	894
	13
	6
	3

	
	Accuracy
	
	0.858
	0.753
	0.688

	
	
	
	
	
	

	Third Approach
	Video 1
	874
	18
	6
	4

	- using weighted regional
	Video 2
	1571
	19
	11
	3

	  color histograms
	Video 3
	901
	25
	10
	3

	- with fixed threshold
	Video 4
	894
	27
	12
	5

	
	Accuracy
	
	0.634
	0.578
	0.621

	
	
	
	
	
	

	
	
	
	
	
	

	ADVISE
	Video 1
	874
	16
	5
	4

	- using weighted regional
	Video 2
	1571
	16
	8
	3

	  color histograms
	Video 3
	901
	19
	7
	2

	- with adaptive threshold
	Video 4
	894
	17
	7
	3

	
	Accuracy
	
	0.812
	0.807
	0.771


4.2
Video Structure in XML

Once the video structure is constructed, the next problem we need to solve is the storage of the structure.  In this module, we store the resulting video structure using XML.  There are four major benefits that XML can achieve.  First, we can build up an organized and compact data structure for using the nested hierarchy of XML [29].  It will be efficient to identify each video component by the corresponding XML element defined.  Second, with the plain-text property of XML, we are able to modify any items, reorganize the structure, or query the stored information comfortably.  The third advantage is brought up by the extensibility of XML. We can be flexible to include additional information in the video structure.  Defining a new set of elements can extend the video tree structure, and carry other video features, including caption text from video caption extraction, transcript from speech recognition, or the presence of face detection.  The growing importance of XML on the Internet is the fourth benefit for our system.  As XML becomes popular in various applications as a standard information protocol, the video tree structure can widely spread with its XML format.

To store the video structure in XML, we need to first design an XML DTD.  The DTD defines all the video structure components and their relations in terms of XML elements and attributes.  We can also use the DTD to maintain the consistency of the XML.  The DTD we employed is defined in Figure 9.
	<?xml version="1.0"?>

<!ELEMENT advise (video+)>

<!ELEMENT video (scene+)>

  <!ATTLIST video src CDATA #REQUIRED>

<!ELEMENT scene (group+)>

  <!ATTLIST scene id CDATA #REQUIRED>

<!ELEMENT group (shot+)>

  <!ATTLIST group id CDATA #REQUIRED>

<!ELEMENT shot (time+, keyframe+)>

  <!ATTLIST shot id CDATA #REQUIRED>

<!ELEMENT time EMPTY>

  <!ATTLIST time value CDATA #REQUIRED>

<!ELEMENT keyframe EMPTY>

  <!ATTLIST keyframe img CDATA #REQUIRED>


Figure 9: DTD for XML Video Tree Structure

There are 7 elements this DTD: 

· advise is used to encapsulate all outputs of the system.

· video is the root level component of the video tree structure.  It contains multiple scenes.  It has an attribute, src, which states the file location of the video source.

· scene represents a video scene component in the video structure.  It contains video groups.  An attribute, id, is associated with scene, and represents the scene number.

· group is a video group in the video structure.  It consists of multiple video shots.  Similar to scene, it contains an attribute, id, which is the group number.

· shot is a video shot.  It also has an attribute, id, to represent the shot number. It can carry different video information, including the time and the key frame.

· time contains an attribute, value, which is used to record the beginning time of a shot in the video sequence. 

· keyframe is an element to store the key frame for the corresponding video shot.  The attribute, img, points to the location of the stored key frame image.

Then the output video structure in XML is stored using the above DTD elements.  An example video structure in XML is shown in Figure 10.

	<?xml version="1.0"?>

<!DOCTYPE advise SYSTEM "./toc.dtd">

<advise>

<video src="rstp:// source video on server">

<scene id="1">

  <group id="1">

    <shot id="1">

      <time value="0"/>

      <keyframe img="./sh_1.jpg"/>

    </shot>

    <shot id="3">

      <time value="11"/>

      <keyframe img="./sh_3.jpg"/>

    </shot>

  </group>

  <group id="2">

    <shot id="2">

      <time value="7"/>

      <keyframe img="./sh_2.jpg"/>

    </shot>

  </group>  

</scene>

<scene id="2">

  <group id="3">

    <shot id="4">

      <time value="20"/>

      <keyframe img="./sh_4.jpg"/>

    </shot>

  </group>

</scene>

</video>

</advise>


Figure 10: XML Video Tree Structure

To transform the XML into a web-based presentation, we use the XSL technique [7]
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[30].  XSL provides sorting and filtering functions such that the output web presentation can be organized according to the values of XML elements. The major part of the XSL is quoted in Figure 11.

	<xsl:for-each select="advise/video/scene/group/shot" order-by="../@id">

<tr class="nfont">

  <th><xsl:value-of select="../../@id"/></th>

  <th><xsl:value-of select="../@id"/></th>

  <th><xsl:value-of select="@id"/></th>

  <th align="left">

<img width="55" height="45">

<xsl:attribute name="src">

<xsl:value-of select="keyframe/@img"/>

</xsl:attribute>

</img> at <xsl:value-of select="time/@value"/> sec

</th>

</tr>

</xsl:for-each>


Figure 11: XSL Segment for Transforming XML Video Tree Structure

In this XSL segment, we order the video shot components according to the attribute id in each shot.  Then, in an HTML table row, we print out the scene id, the group id, and the shot id.  After that, we show the key frame image using an HTML image tag with the source location stored at the keyframe img attribute.  Besides, we print the corresponding time instance recorded at the value attribute of the element time.  A sample web-based presentation of the video structure is in, Figure 12.  
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Figure 12: Video Structure in XML

4.3
Video Presentation Using SMIL

In this module, we generate a video presentation using SMIL based on the XML video structure from the previous section.  Since the XML video structure can only provide a description of video using static images, we may wish to select some of the interested video segments and browse them.  Therefore, we generate personalized SMIL video presentation, which combines the selected video segments, upon receiving any requests from the users.  There are two major steps involved in this module: the web-based selection of video components, and the generation of SMIL video presentation on the web server.

The web-based user interface for selection of video components is built using on the online XML presentation of video structure.  The XML page is changed such that we allow users to make selection for each video shot on the video structure using HTML checkboxes.  Users can submit their selections back to our web server by invoking a form submission script on the page.  The modified web-based interface is illustrated in Figure 13. 
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Figure 13: Web-based Interface for Video Customization

Once a selection request is received on the web server, a PERL script is invoked to interpret the request and generate the corresponding SMIL presentation. Since the XML and SMIL are both in plain text format, we can apply the script to transform the XML video structure into a SMIL presentation according to the selection request.  The PERL script consists of an XML parser, which identifies the elements in the XML video structure.  Based on the received parameters on the request, the PERL script extracts those selected video shots from the XML video structure.  The extracted shots are then used to generate the SMIL video presentation.  The PERL script reads in a prepared SMIL template and fills in those selected video shots [10]
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[11].  The template consists of three regions. In the first region, those selected video shots form a video sequence.  The second region contains a text stream, which is aligned with the video sequence to show the scene, group and shot numbers of the playing shots.  In the third region, the corresponding key frame for the video component is shown.  A sample source for SMIL is shown in Figure 14.  The users, who have submitted the request, are then able to play their customized SMIL video presentation through the Internet with the RealPlayer [21] as shown in Figure 15.

	<?xml version="1.0"?>

<smil>

<head>

  <layout type="text/smil-basic-layout">

    <root-layout width="550" height="300" background-color="black"/>

    <region id="video" left="5" top="5" height="288" width="352" fit="fill"/>    

    <region id="description" left="360" top="5" height="80" width="150"/>

    <region id="keyframe" left="380" top="90" height="90" width="110"/>

  </layout>

</head>

<body>

  <seq>

    <par>

      <video src="rtsp:// source video on server" clip-begin="3s" 
         clip-end="15s" region="video" fill="freeze"/>

      <textstream src="desc.rt" clip-begin="3s" clip-end="15s"  

         region="description" fill="freeze"/>

      <img src="./sh_2.jpg" region="keyframe" fill="freeze"/>

    </par>

    <par>

      <video src="rtsp:// source video on server" clip-begin="35s" 
         clip-end="50s" region="video" fill="freeze"/>    
      <textstream src="desc.rt" clip-begin="35s" clip-end="50s"  

         region="description" fill="freeze"/>

      <img src="./sh_4.jpg" region="keyframe" fill="freeze"/>

    </par>

  </seq>    

</body>

</smil>


Figure 14: An Example Source for SMIL

[image: image21.png]



Figure 15: A Customized SMIL Video Presentation

5.
Tree Matching on Video Table-of-Contents

In this section, we propose tree-matching algorithm for matching the tree structure of video introduced in section 2.2 [17].  The tree-matching algorithm for video is different from a general tree-matching algorithm since the video tree we generated is well structured.  The matching process starts from the top of the tree and proceeds to the next sub-level in an orderly manner, i.e., scene to scene, group to group, and shots to shots.  Similarity measure is calculated at each corresponding level between the two video trees.  We present two approaches to calculate the similarity of two video trees.  One is the non-ordered tree-matching algorithm and the other is the ordered tree-matching algorithm.  In the following sections, we detail these two heuristics based on the color histogram feature of video [24]
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[33].
The color histogram video feature is useful for matching the global color content of frames in the video.  We can make use of the histogram difference between two frames to determine their visual similarity.  If the difference is small, the frames are similar; otherwise, these frames are different.  In our algorithm, since a shot is a sequence of frames with similar content, a key frame which is the first frame in the sequence, is used to represent the whole shot.  Then the color histogram of the key frame is used to compare with the color histogram from the key frame of another shot.

5.1
Non-ordered Tree Matching Algorithm

In the non-ordered tree matching, the shots are matched without any temporal sequence constraints.  In other words, this method is able to match features in any order.  The detail of the algorithm is described in the following paragraphs.
The algorithm examines the structural trees of two videos in a top-down manner, i.e., from the Video level to the Shot level.  However the scoring of similarity of the video is propagated from bottom-up.
At Video, Scene and Group Levels
There are three steps to work out the feature similarities for the current level.  First, the algorithm needs to retrieve the feature similarities of all children by traversing down the tree.  For example, when we need to find the similarities between two videos, we need to know how similar their scenes are.  When all the child feature similarities are tabulated, we calculate the feature similarities of the current level with a MaxSum() function, in the second step.  In the third step, we propagate the feature similarities of the current level to the parent.
The MaxSum() function is used to sum up the similarities of the best match of the children and then return the normalized value of the sum.  Figure 16 shows an example best match in the tabulated child similarities.  Figure 17 demonstrates the matching in tree format.  To calculate the sum, we can add up the maximum score at each row.  However, the numbers of scenes, groups and shots in videos are not the same, the tabulated child feature similarities is not in square shape, and there is one to multiple mappings.  For example, the fifth row in Figure 16, scene 5 from one video matches both scene 1 and 6 of another video.  Then, the sum calculated is different if we take the summation of column maximum instead of row maximum.  Therefore, in our algorithm, we set the feature similarity of the current level to be the mean value of the normalized column sum and row sum.
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Figure 15: MaxSum()
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Figure 16: Non-ordered Tree Matching

At Shot Level
The algorithm calculates the feature similarities based on the shot feature, which is the color histogram.
The color histogram similarity is calculated using the key frames of shots.  A distance function is used to compare the color histograms of the key frames [19].  The result, which is the difference of the color histograms, is normalized.  Then the color histogram similarity is defined as follow.
ColorSimilarity = 1 - Result of distance function


(12)

The algorithm then propagates the shot level feature similarity to the upper level.
5.2
Ordered Tree Matching Algorithm

The ordered tree-matching algorithm is different from the non-ordered tree because it considers the temporal ordering of the shot features.  It allows only matching of feature similarities with temporal constraints.  Then the score of similarities propagated up is the summation of feature similarities for the best-ordered match.
An ordered tree matching is significant because it can capture the difference in video similarity due to the changes of features ordering.  The reordering of features can form a different tree structure.  The non-ordered algorithm cannot detect these kinds of structural differences.  An ordered matching algorithm is designed to tighten the similarity measurement by the temporal sequences constraints, so that the feature ordering is considered.
In this algorithm, we used a MaxOrderedSum() function instead of the MaxSum() function in non-ordered matching.  The MaxOrderedSum() function considers the ordering while finding out the sum of feature similarities for the best match.  We use the dynamic programming technique to calculate the best score [23].  An example best match on tabulated child similarities is shown in Figure 17.  The selected set matches a sequence of scenes from both videos.  Figure 18 demonstrates this matching function in the tree format.  There are four steps for our algorithm to find out the feature similarity of the current level.

Step 1:
Initialize a matrix D with elements equal to zero.
Step 2:
Fill in D according to the following rule.
D(i+1,j+1) = max(D(i,j)+ChildSim(i,j),D(i,j+1))


(14)

Step 3:
When D is filled, the sum of child similarity for the optimal match is located at D(numrow+1,numcol+1).

sum = D(numrow+1,numcol+1)




(15)

Step 4:
Finally, we normalize the sum to be the feature similarity of the current level.  The sum is divided by the number of rows and number of columns of the child similarities table respectively.  Then, we take mean value to be the feature similarity of the current level.
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Figure 17: MaxOrderedSum()
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Figure 18: Ordered Tree Matching

5.3
Evaluation of Tree Matching Algorithms

In this section, the proposed tree matching algorithms will be evaluated by comparing the results of a small set of videos with the human's ranking results, one example is in Figure 19.  Some information of the videos is shown in Table 2.  The human's ranking results of the videos are shown in Table 3.  There are 5 videos matching with each others using the proposed algorithms.
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Figure 19: Matching Video Features

Table 2: Video Tree Structure Information

[image: image29.png]Videos | Number of shots | Number of groups | Number of scenes

Video 1 12 4 3
Video 2 14 2
Video 3 16 6 3
Video 4 18 6 2
Video 5 27 9 6





Table 3: Human’s Ranking for Color Histogram Feature
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5.3.1
Applying Non-ordered Tree Matching
According to the feature similarity scores calculated by the non-ordered tree-matching algorithm, we rank the similarities between each video and the others.  For example, when we match video 1 with the other 4 videos, if we find that video 2 have the highest similarity score, video 2 is the most similar one to video 1.  The ranking results from non-ordered tree matching are shown on Table 4.  We find that the results are quite similar to that of human.  Hence, the algorithm can find out which videos are more similar.
Table 4: Ranking Results of Non-ordered Tree Matching for Color

Histogram Feature
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5.3.2
Applying Ordered Tree Matching
Similar to the ranking in non-ordered tree matching, we rank the videos according to the result of the ordered tree matching.  The ranks are shown in Table 5.  The ranking results are also quite similar to that of human.  That means the proposed algorithm can rank the similarities of the videos similar to human.
Table 5: Ranking Results of Ordered Tree Matching for Color

Histogram Feature
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6.
Future Work

The future direction of our research work is to explore the capability of using the structure based video matching on video retrieval [1][2][15]
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[33].  We can then further extend ADVISE to a web-based video retrieval system.  The users can select a source video to retrieve other videos with similar video structures.  We expect that the approach using similarity of video structures is efficient to retrieve similar videos for the users. 
The first procedure for the retrieval process is the clustering of videos.  We can apply the video matching techniques described in Section 5 on the video clustering.  With the video matching, we measure the similarities between the abundant source videos to act as the criteria for the clustering.  Those videos scored higher similarities for their video structures are then grouped together in a cluster.  Upon any query with a source video from the users, we will answer them with other videos from the same cluster. 
Since the video structures are now in XML format, we need to develop an XML database to store them for retrieval.  XML provides two major advantages which can make the retrieval process more efficient.  The first advantage is brought up by the hierarchical structure of XML.  We can build up our database according to the XML hierarchy, which describes our video structures.  The retrieval process can be speeded up using the hierarchical lookup of video components in the structures.  The second advantage is achieved by the plain-text property of XML.  That means the video is represented by the textual information rather the complex multimedia data types.  We can carry out textual searching of information from the XML database, which is more convenient.  In order to have a more precise grammar for XML to describe our video structures, we will also use XML Scheme [32] instead of DTD in the tags definition.
Besides, we need to extend our web-based interface to support the video retrieval on the Internet.  The video retrieval results need to be well-presented through the Internet. Therefore, more video personalization skills for using SMIL will be applied on those results presentation.  We can migrate to SMIL 2.0 [20] to employ more video presentation features.
7.
Conclusion

In Section 4, we have proposed ADVISE, the Advanced Digital Video Information Segmentation Engine.  Through this system, we can efficiently understand the content of an online video with a visual description.  We can select and play only those interested video segments from the visual description.  The system consists of three major components.  The first component is the video segmentation engine.  It is used to construct a video tree structure, which describes an abstract idea of the video content. In the second component, we store the video tree structure in XML format according to a DTD defining elements for the video components.  The XML video structure can also be presented in the Internet with XSL.  The third component receives requests from online users regarding their selections of the video components.  Then it generates the corresponding SMIL video presentation containing the selected video segments and sends it back to the users.
By using the generated video tree structure, we proposed two tree matching algorithms in Section 5.  They are the non-ordered tree matching algorithm and the ordered tree-matching algorithm.  They score the similarity of videos using two video features extracted at the shot level.  These features are the color histogram feature and the shot style feature.  Evaluations have been done on comparing the video rankings of our algorithms and human, we found that the results are quite similar.  Therefore we can conclude that the proposed algorithm is effective for matching the feature similarities of videos.
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