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Abstract— Face annotation in images and videos enjoys many attention in the multimedia retrieval community due to its

potential applications in multimedia information retriev al. Face
annotation usually requires many training data labeled by
hand in order to build effective classifiers. This is particdarly
challenging when annotating faces on large-scale collecotis
of media data, in which huge labeling efforts would be very
expensive. As a result, traditional supervised face annot@n
methods often suffer from insufficient training data. To attack
this challenge, in this paper, we propose a novel Transduaté
Kernel Fisher Discriminant (TKFD) scheme for face annotaton,
which outperforms traditional supervised annotation methods
with few training data. The main idea of our approach is to sole
the Fisher’s discriminant using deformed kernels incorpoating
the information of both labeled and unlabeled data. To evalate

the effectiveness of our method, we have conducted extensiv

experiments on three types of multimedia testbeds: the FRGC
benchmark face dataset, the Yahoo! web image collection, dn
the TRECVID video data collection. The experimental resuls
show that our TKFD algorithm is more effective than traditio nal

numerous potential applications [10], [11], [12], [13]. ©n
such application is to support the manual insertion of name
labels into photo albums, which can facilitate photo manage
ment and search tasks [14]. Another significant application
is the annotation of faces on web images or photos, such
as web news images$ [11]. This would enable current text
based search engines to retrieve the content of facial isnage
effectively by text based indexing and searching ways, Wwhic
can facilitate traditional content-based image retriefidd],

[7], [16]. Face annotation also has some important apjdicat

in the video domain. For example, detecting important pgsso

in video data, such as news videos, can help content-based
video retrieval tasks significantly [17], [18]. These pdiah
applications are often very large-scale, making the fac®an
tation tasks very challenging in practice.

supervised approaches, especially when there are very few Face annotation is often regarded as a supervised classifica

training data.

Index Terms—Face Annotation, Image Annotation, Multi-
media Information Retrieval, Supervised Learning, Transduc-
tive Learning, Kernel Fisher Discriminant, Transductive Kernel
Fisher Discriminant.

I. INTRODUCTION

tion problem, in which traditional face recognition metkod
are directly applied to solve the problem. Traditional face
recognition methods are usually based on supervised tegarni
techniques, which typically require a large number of firagn
faces in order to achieve satisfactory performance. Inelarg
scale applications, it is excessively costly to manuallyela
large amount of training data. Therefore, it is criticalygor-

Image annotation enables traditional text based search &mt to develop an effective annotation method which is able
gines to index and retrieve large collections of media data annotate faces effectively with small numbers of tragnin

effectively which has received a rapid growth of researaxamples. Since there are usually large amounts of unkhbele
attention in recent year§I[1], 1[2].1[3]./[4]L[5].[6]. Althmh data available in a given face annotation task, taking aegsn
numerous research efforts have been devoted to contesftthese unlabeled data would offer a worthwhile advantage.
based image annotation and retrieval [7], the general imapkis motivates us to explore transductive learning or semi-
annotation problem is still a very challenging researchigsssupervised learning technigues for face annotation téE8k [
due to the semantic gap between low-level visual featurds g@Q].
high-level semantic concepfs| [8].| [9]. We are still a longywa Although transductive learning and semi-supervised learn
from achieving a practical solution of general image antimta ing techniques have already been actively studied in ma-
for web-scale applications. chine learning communities _[20], the problem of choosing
In general, image annotation can be considered a typieal appropriate classification method for face annotatien re
object detection and recognition problem, in which a variemains unsolved. The choice of classification method is of
of concept detectors can be developed and applied. Amaggat importance for achieving satisfactory annotation pe
various concept detectors, face annotation, may be oneeof formance. In traditional face recognition problems, Fishe
most important and so far the most effective components fimear discriminant analysig [21] and its kernel variarf@g][
image annotation tasks. Face annotation is a task to label #te generally regarded as the state-of-the-art methodacin f
facial images, which has recently received a surge of reBearecognition tasks. Considering that face annotation isedio
related to face recognition, developing transductive néges
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promising solution for face annotation. To this end, we s

a novel Transductive Kernel Fisher Discriminant (TKFD)
scheme, which takes advantages of both labeled and unthbele
data for face annotation tasks. The main idea of our solution
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is to convert the traditional Kernel Fisher Discriminant~{B) There is no doubt that textual information can be beneficial
into a transductive technique, which still has no straightf for face annotation tasks when it is available. However, in
ward solution available in the literature. As we know, fosome situations, textual information may not always belavai
Kernel Fisher Discriminant (KFD), the kernel function has aable and may be quite noisy in real-world situations. Hence,
essential impact on the classification performance. Thegef it is important to study effective ways of exploring the \asu
in our TKFD solution, we propose to first induce a nevinformation for face annotation tasks. To date, the re$earc
transductive kernel by employing kernel deformation tecltommunity has developed few solutions using only visual
nigues to incorporate information from unlabeled data th® information.
original kernel, and then apply the new kernel to classificat  In general, face annotation can be regarded as an extended
tasks based on the Kernel Fisher Discriminant. Compartate detection and recognition problem if one is considgrin
with traditional KFD methods, our TKFD approach is morenly the visual information. Face detection and recognitio
effective particularly when there are only a small numbéras already been studied extensively in the past decade [27]
of labeled data. We have conducted extensive experimeAtsecent survey can be found in_[28].
to evaluate the performance of our algorithm on three kindsRecently, several research studies have been proposed to
of testbeds, namely the Face Recognition Grand Challengglore visual information for face annotation by applyfage
(FRGC) benchmark dataset [23], the Yahnews images from recognition techniques. These approaches are often edgjard
WWW [11], and the TRECVID 2005 video dataset[24].  as supervised learning problems. For example, authorjn [2
The rest of this paper is organized as follows. Secfidn $luggested Fisher's linear discriminant analysis for faseta-
reviews the existing work on face annotation. Section Itlon. In [12], Support Vector Machines (SVM) were employed
presents the main methodology of our face annotation soiuti to train and predict the probabilities of names in the trapsc
We first introduce the Kernel Fisher Discriminant, which isnatching faces in the videos. However, due to the high cost
considered the state-of-the-art approach for traditidaak of manually labeling the data, supervised learning methods
recognition. We then discuss how to induce a transductiusually suffer from a shortage of labeled data. RecentlygYan
kernel using the kernel deformation principle for incorpoet al. [13] proposed a multiple instance learning approach t
rating information from unlabeled data into an input kernedlleviate the problem of limited labeled data. In this paper
Finally, we give the algorithm of the Transductive Kernesuggest addressing this issue by exploring transductiseeke
Fisher Discriminant for face annotation. Sectlof IV présenlearning techniques.
the experimental evaluations of TKFD on the three kinds of The key of our proposed transductive learning solution
testbeds. SectidnlV discusses the limitation of our safuied is to incorporate the information of unlabeled data into the
some future directions. SectinlVI sets out our conclusion.annotation tasks. More specifically, in contrast to thedme
discriminant in [26], we suggest the Kernel Fisher Discrim-
Il. RELATED WORK inant technique that solves the Fisher's linear discrimina
Considerable research effort has been devoted to face annoa deformed kernel feature space. Since our algorithm
tation problems in the multimedia community recenily![10Jincludes information from both labeled and unlabeled diata,
[11], [12], [13], [25], [2€]. Most previous studies usuallyis more reliable for building effective classifiers with ited
assume textual information is available and there exist ca@mounts of labeled data than traditional supervised legrni
respondences between visual image content and texts, stedhniques. In addition, we develop an effective face dietec
as between web images and surrounding texts [11], or vidand alignment scheme to detect the facial regions and éxtrac
frames and closed-captions [10], [12], [13]. Consequentlyffective features for face representation from the ro@adior
face annotation has previously been regarded as a probleavelets features. All of these make our scheme effective in
of finding the correlations between the texts and the imaggploring the available visual information for large-scédce
contents. S. Satoh et al._[10] proposed the first approashnotation.
to associate names with faces in news videos by measuring
the frequency of faces and names occurring at the same|;| T ransDUCTIVE KERNEL FISHER DISCRIMINANT
time. However, without a prior face-name association s, t
method may suffer significantly from noise, especially faw
quality images. In this section, we propose a Transductive Kernel Fisher
Tamara L. Berg et all[11]] [26] collected a large numbdbiscriminant algorithm for face annotation. We adopt the
of face images from Yahoo! News channel and labeled thdfernel Fisher Discriminant as the basis of our method, since
using some language models and clustering methods. Thieis the state-of-the-art method for traditional face rguition
approach tried to find the correspondences between faces tasks. The main idea of our solution is to transform the
names in news picture-caption pairs during the clusterisgpervised KFD approach into a Transductive KFD learning
procedure. Encouraging results were reported on theisdatanethod via kernel transformation techniques. To induce an
with a variety of poses, illuminations, expressions and egffective transductive kernel, we propose to employ thadler
vironmental conditions. One disadvantage of their clusger deformation principle, which is able to effectively incorpte
approaches is that a single identity may become associatefrmation from unlabeled data into a new kernel. In the
with different names in the clusters due to text noise, limgit subsequent parts of this paper, we first give our formulation
the retrieval performance. of Kernel Fisher Discriminant and then introduce the kernel

A. Overview
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deformation principle, which has a solid theoretical bdsis  There are several ways to solve the above optimization
learning nonparametric data-dependent kernels. Basedeon firoblem. One approach is to solve the following equivalent
kernel deformation principle, we finally present our propogyeneralized eigen-decomposition problem:
TKFD algorithm for solving face annotation tasks.

g 9 AS Y =SpV (6)

B. Kernel Fisher Discriminant and then to form the projection matriX by selecting the

. - L R : .eigenvectors with maximal eigenvalugs From the theory

Fisher's linear discriminant analysis [21] and its vari- . . o

. of reproducing kernels, the solutiod lies in the span of

ants [22] are generally regarded as a state-of—the—artodetzq) ) (22) - - - B(x1)] in feature space:

to deal with high-dimensional facial image daftal[28]. Kérn (@) ®(z> ( pace-

Fisher Discriminant (KFD) [29],[30]/[31] has been suggest !

to solve the problem of Fisher’s linear discriminant in arledr V= Z Bi®(x;) = XB (6)

feature space, thereby yielding a nonlinear discriminant i i=1

the input space. Comparing with other supervised learninghere B = [B1,Bs,...,B;]". Substituting Eqni{1),[{2)[16)

methods such as SVMs [32], KFD enjoys the merits of outpuiisto Eqn.[5), we obtain

with natural probabilistic interpretations and betterusioins . .

for multi-class classification problems. AXX XB=XWX XB
Let {x;[i = 1,...,1} denote the labeled data in themultiplying both sides byX T, we then have

input space and assume the annotation task isnaclass T T T T

classification problem. Lek be ani x [ kernel matrix whose AXTXX XB=X XWX XB

elements are defined as: Since K = X" X, we can turn Eqn.[{5) into the following
K = k(xi,x;) = &(x;) - B(x;) equivalent form:

where ® is a nonlinear mapping function to form the kernel AKKB =KWKB @)

function k(-,-) in the Reproducing Kernel Hilbert Space To ensure numerical stability of matrix inversion, we can
(RKHS). add a regularization term in Eqii] (7). Consequently, the KFD

Let X = [@(x1)®(x2) - - - @(x;)] represent the data matrixproblem becomes one of solving the following equivalent
in the feature space; then the kernel maftixcan be calculated ejgen-decomposition problem:
as follows: .
For a Kemel Fisher Discriminant problem, the total scattdf"€re~ is the regularization parameter, afds an identity

matrix S, and between-class scatter matfix in the feature Matrix. , L _
space are defined as follows: Since the purpose of the Kernel Fisher Discriminant is to

project input data into the optimal feature spacexleenote a

S, = EXXT (1) data example in the input space. We can then project the high-
! dimensional vecto®(x) into a lower dimensional space:
Sy = LxwxT 2) ! !
! u=V-0(x) =Y Bi(®(x) d(x;) =Y Bik(xi,x)
where the weight matri¥? is an! x | positive symmetric =1 im1

matrix, whose elements are defined as follows:

mv C(xi) : C(x;)
0, otherwise

Let k, € R! denote(k(x;,x)...k(x;,x))"; then the pro-
jected feature vecton can be represented by the following
formula:

Wi; =Wy = { 3

-
whereC(x;) denotes the class of data instangeand |C(x;)| u="5k« ©)
denotes the total number of data instances in the class.of ] o
Remark. Our definition of the weight matrix¥ is more C- The Kernel Deformation Principle
general and flexible than conventional block diagonal repre In face annotation, conventional supervised learning meth
sentation. Moreover, the samples that belong to the sarss clads usually require a large number of labeled data to train th
are no longer required to be kept in order. model. Previous approaches attempted to solve this problem
Given the above definitions, instead of maximizing thby multiple instance learning. We tackle this problem by
typical Fisher’s discriminant criteriod = tr(S,'S;), where engaging transductive learning techniques, which canoéxpl
S, is the within-class scatter matrix, we consider a variaBj [3the unlabeled data effectively. The kernel deformatiorhtec
that can deal with small sample size problems in high dimenique [20] provides a framework for learning a data-depanhde
sional input space as follows: nonparametric kernel from unlabeled data. It can effeltive
VTSV turn a s_,uperviseq Iearning algorithm into transductiveemnis
— (4) supervised learning settings.
VTSV The main idea of the kernel deformation principle is to
whereV is a projection matrix. estimate the geometry of the underlying marginal distrdsut

max
v
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from unlabeled data, then incorporate them into the kerragbproach, the new deformed kernel matfix € R"*"™ can
deformation procedure. Thus, the resulting new kernel cae derived as:
take advantage of information from unlabeled data. When an

input kernel is deformed according to the data distribytion K=K-K(I+GK)"'ck (12)

the resulting kernel method may be able to achieve better

performance than the original input kernel. It can be simplified through the Kailath Variant:
Basically, the kernel deformation technique aims to deform . .

the original RKHSH into a new RKHSH that can estimate K=(I+KG)"K

the underlying marginal distribution of both labeled and un

labeled data. Working with, the new kernek is computed Moreover, the above equation is equal to
explicitly in terms of unlabeled data, and a supervised éern
method can be employed for semi-supervised inference nGive
an input kernelk, the new kernek in H can be explicitly
computed by:

K=K(I+GK)™! (12)

It is interesting to note that the representation in E@n) (12
is more concise and computationally more efficient than the
k(x,y) = k(x,y) + Ky c(x) original one in Eqn.[(11).

There are several choices for the symmetric positive semi-
where ky = (k(x1,y)...k(xn,y))", and the coefficients definite matrixG. As suggested ir [20], the graph Laplacian
c(x) = (c1(x)...c,(x))" depend onx. Both k, andc are method is used in this workG is defined byL?, whereL is
n-dimensional vectors, where is the total number of data, the Laplacian matrix of a graph andis a degree parameter.
both labeled and unlabeled. L&t € R"*™ be a symmetric The graph Laplacian is defined ds= D — @, where
positive semi-definite matrix, as discussed in the nexi@ect
Now, c(x) can be computed as follows:

Clxi =502

Qi = Qi = { 22 x; andx; are adjacent
: . 0.

c(x) = —(I + GK) " Gk , otherwise
where K € R™" is the kernel matrix with both la- @ndD is a diagonal matrix wher®;; =5 ; Qi;- _
beled data and unlabeled data, amg is defined as 1hen, we employ the deformed kernel to find the optimal
(k(x1,%) ... k(xn,x))T. Consequently, the explicit form of Projection in the new RKHH. Let K, € R"! denote the
the new kernek can be formulated as follows: matrix part of the “training-data block” in the deformed ket
matrix K; substituting it into Eqn{(8):
k(x,y) = k(x,y) — K T(I4+GK)'Gky . (10) R o ) o
B = (K4 Ky +~I) " (K WKy, )B

D. Transductive Kernel Fisher Discriminant Therefore, the feature vector projected from the new RKHS is
The idea of our Transductive Kernel Fisher Discriminant aglerived as:
proach is to solve the Fisher’s discriminant on the new RKHS, i =Bk, (13)

which is constructed by warping the structure in exploiting

the underlying distribution of the data. To estimate the newherek, = (k(x1,x)...k(x;,x))T. The complete TKFD

RKHS, we consider the kernel deformation method describafyjorithm is summarized in Fig] 1.

in SectionIlI-C. By using the deformed kernels, we are able After feature vectors are extracted by this TKFD algorithm,

to transform the supervised Kernel Fisher Discriminano inthe next step is to measure the similarity for nearest neighb

transductive or semi-supervised learning forms. (NN) classification. The NN classifier is a nonparametric
It can be observed that our KFD formulation separatefassification method, which works by finding the neighbor

the kernel matrixK' from the label information through thewith the minimum distance between the query instamce

definition of the matrixiv" in Eqn. [8). Therefore, only kernel and all labeled data instances. The query instanceill be

k on labeled data is required to solve the Kernel Fisherassified into the class of the closest labeled instanceeSi

Discriminant optimization problem, which is only a portiorthe cosine similarity\..s yields better results in the empirical

of the deformed kernek. Moreover, it can be found from evaluation, it is selected as the distance measure for the NN

Eqn. [10) that the deformed kernelorks with both labeled classification schemes using Kernel Fisher Discriminant, a

and unlabeled data in the new RKHS. Thus, we repl&ce is also used for the proposed Transductive Kernel Fisher

with the corresponding part in the deformed kerfiglwhich Discriminant:

conveys the information of the unlabeled data. Therefoye, b u'v

applying similar methodology to that used in the supervised Dcos =

Kernel Fisher Discriminant, we can solve the problem more

effectively than supervised approaches by taking advantég whereu and v are the extracted feature vectors. Note that

the unlabeled data. Note that Eqn.](10) can be used to compilie methodology discussed above can be applied to solve

either the semi-supervised kernel or the transductivedternother general multi-class classification problems. In fi@Eper,

For the proposed Transductive Kernel Fisher Discriminahbwever, we restrict its application to face annotatiokgsas

- 14
Tl T~ a4
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FRGCIMAGE EXAMPLES WITH CONTROLLED AND UNCONTROLLED ENVIRONMENT. THE CROPPED FACES ARE PLACED TO THE RIGHT SIDE OF EACH
ORIGINAL IMAGE . EACH CROPPED IMAGE IS INTERPOLATED TO THE SIZE O#28 x 128.

Algorithm 1 Transductive Kernel Fisher Discriminant
Input

o X:input data

o k: input kernel function

« ~: regularization parameter
Output

« K: transductive kernel matrix

« B: projection matrix
Procedure
1: Calculate initial kernel matrixC: KCi; = k(xi, x;)
2: Calculate transductive kernel matrix:

K=K(I+aK)™"

approaches for face extraction and feature representation
Finally we present and discuss our experimental results.

B. Experimental Testbeds

1) FRGC DatasetThe FRGC dataset [:Zﬁ]is the state-of-
the-art benchmark protocol for performance evaluatioraoéf
recognition techniques. We adopt the FRGC version 1 data set
(Spring 2003) in evaluating our face annotation algorithms
This dataset contairi$560 images of eithet 704 x 2272 pixels
or 1200 x 1600 pixels. Since we consider the face annotation

task rather than biometric identification, the standard ERG
experimental protocol is not directly applied for performa
evaluation. The dataset used in our experiment consists of
1920 images, corresponding 0 individuals selected from
the original collection. Each individual ha%4 controlled
or uncontrolled color images. The faces are automatically
detected and normalized through a face detection and ex-
traction method, which will be detailed in Sectign TV-C.
Fig.[2 shows geometrically normalized face images cropped
from the original FRGC images, with the cropped regions
Fig. 1 resized to the size ofli28 x 128. Moreover, some image
TRANSDUCTIVEKERNEL FISHERDISCRIMINANT ALGORITHM processing operations are performed on these face images,
such as histogram equalization, lighting correction, etc.

2) Yahoo! News Face DatasefThe Yahoo! News Face
dataset was constructed by Berg et al|[11] from about half
a million captioned news images collected from the Yahoo!

In this section, we report empirical evaluations of thglews web site. It consists of large number of photographs
Transductive Kernel Fisher Discriminant algorithm with-aptaken in real life conditions, rather than in the controlled

plications to face annotation tasks. To make evaluations-coenvironments widely used in face recognition evaluatios. A
prehensive, we have collected three different kinds ofs#dta 3 result, there are a large variety of poses, illuminations,
as our experimental testbeds. One is the Face Recognitigfpressions and environmental conditions. After applying
Grand Challenge (FRGC) dataset|[23], which was originaltéce detection algorithm and processing the resultingstace
designed for benchmark evaluation of face recognition. Thigere is a total of 31,586 large well detected faces availabl
second dataset is the Yahoo! News facial images dataset, clustering. Each image in this set is associated with a
which was derived from the web [11]. The third facial imageet of names. Discarding face clusters with a small number
dataset is selected from the TRECVID 2005 dataset, whigh elements, a subset of 1,248 face clusters is obtained.
was originally used for benchmarking video retrieval tasks |n addition, there are several individuals having more than
For performance comparison, we also implement four apne cluster each; we merged them so that one individual
proaches for face annotations, i.e., Linear Discriminamalf- corresponds to one cluster. 1940 images, correspondirigeto t
sis (LDA), Kernel Fisher Discriminant (KFD), Support Vecto 97 largest face clusters, are selected to form our expetahen
Machine (SVM) and Transductive SVM. Both LDA and KFDdataset, in which each individual has 20 images. As with the
are two typical methods for face recognition tasks. For BRGC dataset, faces are cropped from selected images using
performance metric, average accuracy of annotation e&llt the same face detection and extraction method in Secfi@d IV-

used for the evaluations. Precision and recall curves @@ abnly the relevant face image is retained when there are
provided for comparisons. In the following text, we first sho

the details of our testbeds. Then we discuss our prepr@cpssi Accessible fromht t p: /7 wwv. T vt . or g/ FRGC

3: Calculate weight matrixv :

e, C(x:) = C(x;)
=4 TG i Y
Wi { 0, otherwise
4: Find B by solving the following eigen-decomposition:
)\B = (f(trf{tr' + Vl)il(f(trwj’{tr)[;’

5: Return (%, B)
End

IV. EXPERIMENTAL RESULTS
A. Overview
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Fig. 3
YAHOO! NEWS FACE IMAGES USED IN OUR EXPERIMENTSTHE CROPPED FACES ARE PLACED TO THE RIGHT SIDE OF EACH ORIGINAMAGE. EACH
CROPPED IMAGE IS INTERPOLATED TO THE SIZE Of28 X 128.

Fig. 4
TRECVID VIDEO DATASET USED IN OUR EXPERIMENTS THE CROPPED FACES ARE PLACED TO RIGHT SIDE OF EACH ORIGINAL IMBE.

multiple faces in one image. Figl 3 presents examples seleca state-of-the-art face detector [34] with Active Appeamn
Yahoo! News images and the extracted faces. All these faddedels (AAMSs) [35], [36] to locate faces and facial features
are geometrically normalized. in the input images. More specifically, we employ the face
3) TRECVID Video data:The third dataset used in ourdetector roughly locate the facial region which is emploted

experimental testbeds is from the TREC Video Retrievalitialize AAMs fitting. The image is aligned to the predefihe
(TRECVID) 2005 dataset[24]. The original dataset containtemplate using the estimated centers of the eyes provided by
277 broadcast news videos of 171 hours from 6 channéfe AAMs facial feature locator. Finally, the facial region
in 3 languages (English, Chinese, and Arabic). The originaithout hair is cropped from the original image. If there are
dataset is designed for benchmarking video retrieval tdsks multiple faces in an image, we iteratively extract each face
our experiment, we extract the facial regions from the keyom those images. Fifl] 5 shows two sample resulting images
frames in the original dataset. Among the detected faces, with two faces using the face extractor employed in thisstud
select 31 individuals to form our face annotation dataskiciv Note that any false detection by the face detector can be
contains 867 face images in total. Fig. 4 shows examplesinépected by thresholding the AAMs fitting error. Fig. 2 and

video frames and the extracted faces. Fig.[3 depict some cropped sample faces using our proposed
facial image extractor. The performance in terms of correct
C. Facial Image Detection and Extraction registration is greatly dependent on the image conditiéms.

fact, the proposed method successfully crop®& 9ages on
the FRGC dataset. Similarly, the correct registration fate
around 8, for the Yahoo! News Face dataset, and around
85% for the TRECVID dataset.

D. Feature Representation

Once facial images are extracted, the next step is to extract
features and then represent them effectively in clasdificat
tasks. The feature representation techniques have been ex-
tensively studied for face detection and recognition irengc
years. Many effective feature extraction methods have been

The major task of facial image extraction is to locate angroposed to address the task, such as Local Binary P&ttéyn [3
crop the face region from the input image, then to normaliznd Gabor Wavelets Transform. Among those methods, Ga-
the cropped image geometrically and photometrically. bleor bor wavelets representation of facial image has been widely
to enable an automatic face annotation scheme, we cascadeepted as a successful approach [22]. From past studies in

Fig. 5
AAM S FITTING RESULT ON TWO SAMPLE IMAGES
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TABLE |
THE FACE IMAGE DATASETS USED IN THE EXPERIMENTS
Dataset | # total images| # classes| # images per class
FRGC 1920 80 24
Yahoo! News 1940 97 20
TRECVID 2005 867 31 11~111

We set up the following experimental protocol for all tests.
The number of labeled examples of each clasis gradually
increased from 1 to 7, and the rest examples are considered as

Fig. 6 the unlabeled data. A variation of the 10-fold cross valatat
A FACE IMAGE REPRESENTED BY40 SUBIMAGES OF THE MAGNITUDE  approach is performed in the experiments. For each evatuati
PART OF THEGABOR WAVELET TRANSFORM. round, the labeled data are randomly selected. We use the

same kernel and regularization parameters for both KFD and

the area of signal processing, Lades et @l] [38] empirical FD. The_Iingar kernel is used for aII_ tht_a experiments.
surmised that good performance can be achieved by exigactii'® régularization parametexr = 0.001 is fixed for all
Gabor wavelet features of 5 different scales and 8 orientati €XPeriments to enable an objective comparison and reduce
In our experiments, we employ a similar approach by applyii§€ complexity in choosing model parameters. For SVM and
Gabor wavelet transform on each image (scaletRiox 128) VM, the _Imgar kernel is alsq used in the experiment, and
at 5 scales and 8 orientations. Fig. 6 shows an example!@¢ regularization parametef’ is set to 100. For TSVM

40 resulting subimages after Gabor wavelet transformatig'd TKFD, the Laplacian graph is constructed based on the
Finally, we normalize each subimage to form a feature vectgpclidean nearest neighborhood. For selecting the eigersp

x € R™ with the sample scale reduced to 64, which results ff KFD and TKFD, we choose the eigenvectors corresponding

a 10240-dimensional feature vector for each facial image. 0 98% of the total variations. _
In our experiments, all the compared methods were imple-

E. Experimental Settings and Implementation Details mented in Matlab and evaluated on a PC with a 3.0GHz single
rocessor and 2GB memory.

In our experiments, three datasets are used for performaRce
evaluations. Tablg | summarizes the details of these téstbe . _
In the experimental evaluations, each dataset is partition™ Experiment-I: Evaluation on FRGC Face Dataset
into a labeled set and an unlabeled set. For each transductivTable[T] presents the experimental results of different set
learning setting, the training set comprigesu data examples tings. From the experimental results, we first observe that
for each class, wheré is the number of labeled data andall the kernel methods, SVM, TSVM, KFD and TKFD,

u is the number of unlabeled data for the class. For eaoltperform the baseline LDA method significantly on difiere
supervised learning setting, the training set only conside features. For example, when the number of labeled example
labeled examples for each class. is equal to5, the LDA method only achieved overalB.9%

The LDA algorithm is used as the baseline method fatccuracy on intensity and1.3% on Gabor features, while
evaluating the performance of the proposed face annotatfonr other kernel methods are able to achieve significantly
approach. The implemented baseline metlbds similar better performance. These results show that kernel teghsiq
to the Fisherfaces method [21], which applies LDA aftesire generally much powerful than the linear ones in face
PCA dimensionality reduction. We also implement SVM andnnotation tasks. Second, we can observe that the Gabor
Transductive SVM (TSVM) for comparison. As mentionedeatures are more efficient than the intensity features lin al
in [39], finding an exact optimal solution for TSVM is NP-cases. Further, comparing the two kernel methods, KFD and
hard; a great deal of research effort has been devoted to T¢FD, we found that the proposed TKFD method performs
approximation algorithm. We consider the LapSVM[20] abetter than the supervised KFD method given the same number
the reference TSVM method, which has demonstrated bettfriabeled data in most cases. The improvements are particu-
performance than the other popular approaches, such aslénly significant when there are smaller numbers of labeled
TSVM in SVM9ht [40] and the Low Density Separationexamples. More impressively, for the cases withand 2
(LDS) [41]. labeled examples, the TKFD method is able to outperform the

It is worth noting that LDA is a feature extraction methodupervised KFD method with6% and15% improvements, re-
rather than a classifier itself. It is often followed by somepectively. Finally, the proposed TKFD approach outpenfer
simple classifiers, such as k-NN, to solve the pattern dlassTSVM in most cases except for the single example case. This
cation problems. Other sophisticated classification teghes is because there is no intra-class information for KFD and
can also be engaged as the classifiers on the extracteddgatdrKFD methods when there is only one sample in a class.
Similarly, the extracted features by KFD and TKFD could alsBherefore, the KFD and TKFD may not work effectively in
be used by other kernel-based classifiers. this case.

) o ) ) o . In order to look into the details of the empirical comparison

A regularization term is added into the LDA optimizati¢§, ++I) ™' Sw . . .
in order to ensure numerical stability, where= 0.001. In addition, Euclidean we also p|0t the preC|5|0n-recaII curve of the annotaticuits
distance is employed as the similarity measurement. in Fig. [d. These experimental results show that the TKFD
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TABLE 1l
AVERAGE ACCURACY OF ANNOTATION PERFORMANCE ON THEERG CDATASET (%).
Label Intensity Gabor
Size LDA SVM TSVM KFD TKFD LDA SVM TSVM KFD TKFD
1 133+ 48 125+ 1.3 21318 122+ 14 225%£15]| 165+ 8.7 332X 15 434+£20 184F* 18 36.1f15
2 203+ 6.6 36.0+ 1.7 3944+ 20 365+11 404+13 ]| 3404+ 113 49.7£15 60.44+ 1.7 531+ 22 609+ 1.3
3 341+ 28 46.7+28 492+ 25 473+ 14 493+ 17 539+ 6.1 62.2+ 1.9 711+ 20 69.0+15 724+ 11
4 36.8+ 32 532+22 553+20 529+21 55.24+ 1.8 628+ 7.2 7164+ 1.0 77.94 0.9 777+ 1.4 7964+ 1.2
5 439+ 40 572+ 19 59.04+ 1.9 59.0+ 19 5944+ 1.6 713+ 31 75.7+ 1.7 808+ 14 81.7+12 824+ 13
6 456+ 49 60./£20 626+ 1.8 623f 11 638+ 10| 734+£34 800Ff12 831f11 843f1.0 845F09
7 505+ 33 63.0f15 643f18 644f19 651+ 18| 783£09 83.0f 11 856+ 14 8/0£10 873E10
80 ——TKFD || S0r
——KFD
——TSVM
g0 ——SWM A5y
ke =
2 601 8 401
o @
o ©
Q L [o))
% 50 2 350
(5] >
> <
< 40+t —e—TKFD
30 ——KFD |
L R —6—TSVM
30 s —+— SVM
L L L Rt 25 L L I
10 20 30 40 50 10 20 30 40 50
scope scope
(a) Average Precision Fig. 7 (b) Average Recall

PRECISION-RECALL CURVES OF ANNOTATION RESULTS WITH2 LABELED EXAMPLES PER PERSON ON THERGCDATASET

approach consistently outperforms the supervised KFD aadrresponding curves in Figl 8, in which the proposed TKFD
SVM methods. In contrast to the other state-of-the-art senis significantly better than the supervised methods, SVM and
supervised method, TKFD is comparable to TSVM in thKFD, and is slightly better than the other semi-supervised
performance of retrieval precision, and better than TSVNkhethod, i.e., TSVM.

in the performance of retrieval recall. This verifies that ou

proposed TKFD algorithm is effective to improving tradita H. Experiment-1ll: Evaluation on TRECVID Video Dataset

supervised KFD methods over the challenge of insufficient ) ] o
training samples. The final experimental evaluation is on the TRECVID 2005

video dataset. Similar evaluations are conducted. Table IV

G. Experiment-II: Evaluation on Yahoo! News Image Datas8P'd Fig[9 show the experimental results. From the empirical

. . results, we can see that the overall annotation performisnce
Using the Yahoo! News image dataset, we conduct ev?E b

: S N ther promising in this dataset. Specifically, for the cabe
uations similar to the FRGC approach. Tab[é Il shows tI~Belabeled examples per class, the TKFD method achieves an
experimental results of overall annotation accuracy. Ftioen

: . average accuracy df3.0%, which is better than the results
results, we found that the annotation task on Web image g 4 %

) . . S I(§1ieved on the other two datasets. One reason is because the
more challenging than the FRGC faces. Specifically, given t mber of classes used in the TRECVID dataset is smaller

Ziglizsegfgnllab; IQe;I zc:gpfsafgr;ascs)’r]?hee R';E(?o'mNe::/\(l)t an with the other two datasets. Thus, the annotation task
. y53.9% ge accuracy ' ecomes relatively easy. In comparison with other anrmtati
image dataset o6 classes, while it achieve#R.4% average

e methods, we found similar results to those observed on the
accuracy on the FRGC dataset&tf classes. This is because revious datasets.

the images in the FRGC dataset are usually taken in SOR]eBased on the promising empirical results on the three
controlled environment, while the images collected in thg

. ; . tasets, we can conclude that our proposed TKFD algorithm
Yahoo! News image dataset have more variants of differen . o .
A . ) ) o is more effective than the traditional supervised KFD and/sV
lighting conditions and orientations. Looking into the foer

methods for face annotation when dealing with a small number

mance comparison, we also found the two kgrnel memogfslabeled examples, which is a critical advantage for large
are considerably better than the LDA method in most Cas€s.. o face annotation applications

and the TKFD method outperforms the supervised KFD in
most cases. For the cases wittand 2 labeled examples per
class, the TKFD method is able to respectively outperform V. DISCUSSIONS ANDFUTURE WORK

the KFD method by77.5% and 10.0%. To examine the = We have proposed a comprehensive scheme for face annota-
retrieval performance of precision and recall, we also filet tion by a novel Transductive Kernel Fisher Analysis aldorit
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TABLE Il
AVERAGE ACCURACY OF ANNOTATION PERFORMANCE ON THEYAHOO! NEWS FACE DATASET (%).
Label Intensity Gabor
Size LDA SVM TSVM KFD TKFD LDA SVM TSVM KFD TKFD
1 83+ 11 7.2+ 09 9.6+ 1.1 72+11 103+ 12 115+09 181+16 231+19 107+10 19.0+12
2 13.0+ 15 176+ 0.6 19.2+ 0.6 178+ 12 194+ 10| 244+0.7 288+12 340+11 299+12 329+16
3 161+ 12 224+ 14 242416 2164+12 231+12 | 320+20 353+13 412+11 411+14 424+13
4 180+ 23 248+ 11 265+14 252413 2674+ 13| 36.8+19 4044+12 47.0+14 475+11 482+ 14
5 1984+ 1.7 268+ 12 281+11 2724+14 282+11| 415+16 4484+11 51.1+18 538+13 539+ 1.2
6 212+ 17 301+ 12 307+14 297+15 311+ 13| 452+13 482+1.0 549+09 572+15 573+12
7 228+ 20 304+ 07 315+09 31.4+15 316+ 13| 484+1.0 50.9+0.9 579+14 605+09 61.6+12
50 w 28
——TKFD
45 ——KFD |4 26f
——TSVM
g 40 —+—SVM || < 24r
c S
2 T 22
< 24 20+
A g
=) S 1al
g 5 18
> <
< 16+ —e—TKFD
——KFD
14 ——TSVM |4
15 ‘ ‘ AlASaEs=s 1 ‘ ‘ —_SW
10 20 30 40 50 10 20 30 40 50
scope scope
(a) Average Precision Fig. 8 (b) Average Recall
PRECISION-RECALL CURVES OF ANNOTATION RESULTS WITH2 LABELED EXAMPLES EACH PERSON ON THEYAHOO! NEWS PHOTO DATASET
TABLE IV
AVERAGE ACCURACY OF ANNOTATION PERFORMANCE ON THET RECVID 2005 FACE DATASET (%).
Label Intensity Gabor
Size LDA SVM TSVM KFD TKFD LDA SVM TSVM KFD TKFD
1 358+ 34 413+23 442+27 343+29 400+34 | 463+13 513+29 550+44 459+37 541+40
2 48.8+ 3.7 51.2+27 540+£32 498+41 554426 | 6074+19 591+11 65.6+ 3.8 6144+ 22 6824+ 25
3 56.8+ 2.8 573+ 23 60.0+24 56.7+27 601+27 | 687+33 686+34 748+35 69.6+25 744+22
4 645+ 23 61642 636+39 640+08 683+08 | 740+3.0 73.7+21 767+23 746+24 79.2+20
5 65.0+ 1.6 64.6+ 23 66.9+22 665+30 69.7+33 ]| 794+17 77.6+20 804+14 795+23 83.0+18
6 68.6+ 23 67720 697+24 679+27 714+21| 801+22 8L1+22 823+17 8l4+24 846+20
7 707+ 18 70.0+31 724+33 705+23 731+22 | 837+17 835+18 843+17 843+14 871+09
55 : : : 65 : : :
——TKFD
——KFD
50§ —6—TSVM ||
g ——SVM =
545 =
.§ é
& 40r o
> g
5 35f }t’
>
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(a) Average Precision
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(b) Average Recall

PRECISION-RECALL CURVES OF ANNOTATION RESULTS WITH2 LABELED EXAMPLES EACH PERSON ON THETRECVID 2005DATASET

Although the promising experimental results validatedehe of all, we focused our attention only on exploring the visual
fectiveness of our methodology, we should address liroitati information for the face annotation task. In future work, we
and future directions to improve our current approach.tFirsan combine other annotation approaches studied in theetext
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domain [10], [25] for improving the annotation performatiice [8]
the textual information is available. Second, we employed t
kernel deformation principle for learning transductiveriels

in the TKFD algorithm. In future work, we can extend the[g]
TKFD algorithm to other kernel learning techniques| [42B]i4
[44]. For example, we may consider the kernel alignme to]
techniques for combining multiple input kernels instead of
using only a single input kernel as in the current solutic®[4 [11]
We may also study spectral kernel learning techniques to
achieve better transductive kernels for annotation ta4B$. [
Finally, to minimize the human effort of labeling trainingtd, [12]
we can study active learning techniques to provide users the
most informative examples for labeling during the annotati
tasks [45], [46], [[47], [48]. [13]

VI. CONCLUSION

. . [14]
In this paper we proposed a novel transductive learning

algorithm for face annotation. In contrast to traditiongl a [15]
proaches using supervised learning methods, we proposed th
Transductive Kernel Fisher Discriminant (TKFD) algorithm
which employs the kernel deformation techniques to expldit]
both labeled and unlabeled data effectively for annotation
tasks. The TKFD algorithm is more effective than traditiong, 7
supervised annotation methods with a small set of training
data, since it can take advantage of information from unéabe [18l
data. To apply the TKFD to face annotation tasks effec-
tively, we developed a comprehensive face annotation sehejip]
using state-of-the-art face detection and feature extract
techniques. We conducted extensive evaluations on thneis ki,

10
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