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Abstract

The explosive growth of digital media data has posted tremendous interests in developing an effective solution for retrieval of large-scale media contents. However, since currently available media data are either without labels or with noisy labels, most text retrieval methods fail to work effectively.  We propose an innovative collaborative learning framework of combing both text-based and content-based retrieval methods toward a unified media information retrieval solution. Different from the traditional approaches for multimedia information retrieval, this project emphasizes on the exploration of the user interactions and their log data toward the solution of bridging the semantic gap challenge. Specifically, this project will develop several innovative collaborative learning paradigms consisting of (1) cross-media similarity learning for media retrieval, (2) interactive retrieval mechanism with batch mode active learning, (3) collaborative relevance feedback, (4) collaborative kernel learning, and (5) collaborative annotation and classification. This project unifies these novel paradigms coherently in a collaborative learning framework. The project will advance the next generation multimedia information retrieval technologies, and is expected to make significant impact to both the academic and industrial applications in multimedia areas, including intelligent management of multimedia data, and efficient solutions for searching digital media libraries.

1.  Project Description

1.1  Background and Prior Work

Multimedia retrieval has attracted more and more attentions due to the urgent need of getting access to the rapidly growing media contents. In particular, content-based retrieval, including content-based image retrieval (CBIR) and content-based video retrieval (CBVR), have been actively studied in this area for many years [Smeulders00]. In general, content-based retrieval methods first extract the low-level features from the raw media. Based on the extracted visual features, users can perform a query based on a given example. The performance of the so-called query-based example (QBE) search depends on the quality of extracted features and the effectiveness of similarity measure [Flickner95, Guo02, El-Naqa04]. Therefore, the investigation of effective features has been one of main research topics of content-based retrieval in the past decades. For example, colour, shape, and texture features are usually extracted to represent an image in CBIR applications [Flickner95, Manjunath96]. 

Due to the well-known semantic gap between the low-level features and high-level semantic concepts, traditional content-based retrieval cannot satisfy users the desired results [Smeulders00]. Relevance feedback has been proposed as a powerful tool to narrow down the semantic gap challenge [Rui98]. In the past decade, many machine learning techniques have been proposed to solve the relevance feedback problem.  Among various techniques, support vector machines (SVM) [Zhang01], a representative of kernel methods, shows the state-of-the-art performance for relevance feedback. However, traditional relevance feedback techniques usually contain an important drawback, i.e., they often have to repeat a number of iterations in order to achieve satisfactory performance for searching complicated query concepts. 

In the multimedia retrieval field, we have studied a series of work related to collaborative media retrieval research in the past years. First of all, to extract effective features, we have studied a set of color, shape and texture features to describe the visual information of media data [Hoi04a]. We also studied similarity measure for both image and video similarity measure [Hoi06e]. To attack the relevance feedback problem, we have proposed some SVM variants to tackle some drawbacks of conventional approaches, such as the imbalance issue [Hoi04b]. Furthermore, to overcome the drawback of typical relevance feedback methods, we have proposed a novel semi-supervised active learning method, which significantly improve the traditional approaches [Hoi05a]. We also studied novel methods for learning multimodal ranking functions for cross-media retrieval tasks [Hoi07b]. Recently, we proposed an innovative graph-based fusion technique, which is able to fuse resources of multiple modalities over the graphs smoothly [Lu04, Hoi06d]. For active learning, we have recently developed a few novel algorithms, which can be smoothly extended to this project [Hoi06b, Hoi06c]. Our techniques allow us to solicit the most informative labeled data from users, so as to minimize the human efforts in the overall classification and annotation tasks. We have also proposed new machine learning models for the classification tasks of multimedia applications, including MEMPM [Huang04], BMPM [Huang06b], and M4 [Huang08]. These models have been successfully applied to medical diagnosis [Huang06a] and content-based image retrieval [Peng06a][Peng06b].
Exploiting the log data of users’ interactions is still an open problem in the media retrieval area. In the recent years, we have already investigated several different methodologies for collaborative image retrieval individually. For example, to design new paradigms for relevance feedback with the log data, we have proposed a novel log-based relevance feedback technique for image retrieval, which has shown promising results in some image retrieval testbeds [Hoi04a, Hoi06e]. Moreover, to learn a flexible distance metric, we have developed some effective algorithms, such as discriminative component analysis and regularized metric learning to attack the learning problem [Si06]. These techniques can be applicable to media retrieval tasks for learning metrics from the log data. While collaborative media retrieval is still an open problem, our previous research results have established a solid foundation for a collaborative media retrieval solution. We also studied some high-dimensional data indexing techniques for handling large-scale problems [Wong07], which enables a multimedia retrieval system to be scalable.
1.2  Proposed Approach

This project aims to design a synergic media retrieval framework of combining computer capability and human interactions for maximizing the retrieval performance and minimizing human efforts in a media retrieval task. To this purpose, we propose a novel collaborative media retrieval (CMR) solution, which unifies several collaborative learning paradigms to solve retrieval tasks in a synergic learning framework. Three major features make our solution distinct from conventional approaches. First of all, our framework combines multimodal information, including text and visual contents as well as the log data to improve the retrieval performance. Second, our framework is able to significantly reduce the human effort in the interactive retrieval procedure. Last and very importantly, our framework exploits the user log data for bridging the semantic gap in a long-term purpose.

Three major modules in our framework are distinct from conventional approaches:
(1)
Cross-Media Similarity Measure 

Traditional image retrieval approaches usually adopt either text-based or content-based retrieval methods. Since media data may not be given with labels, it is crucial to developing an approach to retrieve both the labeled and unlabeled media data. The key challenges to this task include how to learn effective metrics, development of new time sequence distance metrics and how to fuse multimodal information coherently. Different from traditional methods, we suggest cross-media similarity measure methods to rank the media data with multimodal information, in which we address two new problems: collaborative metric learning (CML) and multi-modal fusion (MMF). We will also develop new metrics that are well suited for high dimensional time sequence data.

(2)
Interactive Mechanism for Query Concept Learning

Due to the challenging semantic gap between low-level visual contents and high-level semantic concepts, an interactive mechanism is important to help users find their desired search targets. How to learn the query concept effectively is the key problem for developing an interactive mechanism. In the framework, we will develop novel paradigms, batch mode active learning (BMAL) and collaborative relevance feedback (CRF), to learn with both visual content and the user log data. It also enables the system to collect feedback information from users, such as relevance feedback and tagging information. The key challenge is to figure out machine learning techniques to learn the user query concepts and exploit the collected log data. 

(3)  Collaborative Annotation and Classification

Once the proposed system has been established, we are able to collect the log data from users, including relevance feedback and tagging information. These log data can be further used to aid annotation and classification tasks. Annotation and classification are important to enable searching unlabeled data and media browsing. Different from traditional approaches, we propose a novel collaborative classification scheme for mining the user log data. To engage the log data, we propose a novel collaborative kernel learning (CKL) method to learn kernels from the log data and apply to classification and annotation. The key challenge to this scheme is to study effective classification techniques for exploring both the log data and low-level visual content.
The proposed framework will work coherently in a synergic way as follows: First, when a user issues a query, the system will conduct the cross-media similarity measure. The system then presents the user the top results. If the user cannot find the desired targets, he/she will make feedbacks to the system. Then the system employs the collaborative relevance feedback to improve the results by user log data. If the results still cannot meet the user’s targets, he/she will launch the interactive module with batch mode active learning to refine the results iteratively. 

It is necessary to note that the sessions of user’s feedback will be automatically saved in the log database, which serves as the knowledge base for learning the metrics and kernels. Moreover, the system also enables users to add tags for the images during searching procedures, which can be used for annotation and cross-media retrieval purposes.  Specifically, this project will develop several innovative collaborative learning paradigms consisting of (1) cross-media similarity learning for media retrieval, (2) interactive retrieval mechanism with batch mode active learning, (3) collaborative relevance feedback, (4) collaborative kernel learning, and (5) collaborative annotation and classification, etc.
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2.2  Funding
	No
	Description
	Unit Cost
	Quantity
	Total

	1
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	6
	US $9,000

	3
	Research Visit
	US $1,500
	2
	US $3,000

	4
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	US $1,500
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	Total
	US $15,000


2.3  Schedule
Commencement date (dd/mm/yyyy)
:
01/03/2009
Completion date (dd/mm/yyyy)

:
31/12/2009

Project duration (month)


:
10


	Period
	Milestones

	From
	To
	

	01/03/2009
	30/4/2009
	Survey, formulate the model, 

design of the system specification,

preparation on the necessary skills and background

	01/05/2009
	31/7/2009
	System implementation, internal testing and evaluation, 
Project mid-term summary and review,
comments collection

	01/08/2009
	30/09/2009
	Advertising, invitation for pilot testing

	01/10/2009
	31/12/2009
	Evaluation, refinement, and documentation
Project year-end summary and review


3.  Results
The major deliverable of the project will be an actual multimedia information retrieval system based on the proposed machine learning techniques.  This can be made publicly accessible through Web URL.  By using collaborative machine learning techniques, the system can provide an interactive framework for multimedia information retrieval purpose.
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