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Abstract

We solve the tasks of strip line detection and thinning in image processing and pattern recognition with the help of a

statistical learning technique called rival penalized competitive learning based local principal component analysis. Due

to its model selection and noise resistance ability, the technique is experimentally shown to outperform conventional

Hough transform and thinning algorithms.

� 2003 Elsevier B.V. All rights reserved.

Keywords: Strip line detection; Strip line thinning; Local PCA; Model selection; RPCL learning
1. Introduction

Strip line detection and thinning are two basic

problems in image processing and pattern recog-
nition. In this paper, we introduce a novel tech-

nique for solving both tasks.

Strip line detection concerns identifying a thick,

linear pattern from an image. This can be achieved

by detecting the main axis of the strip line con-

cerned. In literature, Hough transform (HT)

(Hough, 1962; Ballard, 1981) is an important tool

for line detection. Its further advances in term of
randomized Hough transform (RHT) (Xu et al.,

1990; Xu and Oja, 1993) not only considerably
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reduces the time and space complexity of the

conventional Hough transform, but also increases

the resolution of parameterization and the robust-

ness to outliers. However, neither Hough trans-
form nor RHT can be directly used to detect thick

strip lines. The problem is usually resolved by

either adopting edge detection for preprocessing or

instead, extending Hough transform on strip band

detection (Lo and Tsai, 1995). The first approach

actually converts the problem of strip line detec-

tion to edge line detection and thus make Hough

transform applicable. However, what we desire is
to detect the main axis of the strip line itself, in-

stead of its edges. Though we may further extend

Hough transform to direct the main axis as in (Lo

and Tsai, 1995), the resulted performance is still

far from satisfactory when used for detecting a set

of parallel, thick strip lines, especially under the

conventional normal or uniform noises.

On the other hand, image thinning (Davies and
Plummer, 1981) is used for eliminating redundant
erved.
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Fig. 1. PCA description.
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pixels in image. In general, thinning is effected via

iteratively deleting the successive layers of pixels

on the boundary of the pattern until the skeleton

remains (Marchand-Maillet and Sharaiha, 2000).

However, such a pixel-by-pixel approach has no

noise tolerance ability and thus performs poorly in
a noisy environment. Moreover, its performance

would deteriorate greatly for the blurred pattern

that has some deformation on the skeleton.

It is well known that the first principal com-

ponent in principal component analysis (PCA)

gives the main axis of a cluster of samples from a

gaussian distribution. Thus, it has been also sug-

gested to perform PCA locally on each of multiple
clusters to detect its main axis as a detected line

(Xu, 1994). Such local PCA based approaches are

more robust under gaussian noise in comparison

with the Hough transform related approaches. For

the problems of detecting lines or strips in images,

however, pixels spreading from its main axis are

more likely from a uniform distribution instead of

a gaussian distribution. In this paper, we further
investigate the problem of detecting the main axis

of strip lines. First, in Section 2 we mathematically

show that the main axis found by PCA is also the

main axis of pixels uniformly distributed on a

strip, which thus justifies the direct usage of local

PCA for strip line detection. Second, in Section 3

we adopt the RPCL-based local PCA model for

implementation. The performance has been shown
by experiments in Section 4, and finally we con-

clude in Section 5.
Fig. 2. Local PCA description.
2. A mathematical justification on using local PCA

for strip pattern detection and thinning

The term local PCA (Xu, 1994; Hinton et al.,
1995; Kambhatla and Leen, 1997; Tipping and

Bishop, 1999; Xu, 2001) comes from the extension

of PCA. PCA (Jolliffe, 1986) involves a mathe-

matical procedure that linearly transforms a num-

ber of correlated variables into a (smaller) number

of uncorrelated variables called principal compo-

nents. It is frequently adopted for dimensionality

reduction as the mean square error (MSE) upon
reconstruction error is minimized. However, when

the data are from multi-modes, performing PCA
can be far from satisfactory and thus its local ex-

tension is preferable. Figs. 1 and 2 are two simple

examples generated from three gaussian�s, where it
is better to perform PCA locally on each of mul-

tiple clusters to detect its main axis as a detected

line (Xu, 1994). A similar concept for curve de-
tection was also discussed by Xu et al. (1993) from

the perspective of clustering analysis, with an effi-

cient model selection ability with the help of the

RPCL learning. Such local PCA based approaches

are more robust under gaussian noise in compar-

ison with the Hough transform related approaches,

as shown in Fig. 2, when the first principal com-

ponent can be described by the main axis of a
cluster of samples from a gaussian distribution.

However, for a problem of detecting strip line in
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image, pixels spreading from its main axis are

more likely from a uniform distribution instead of

a gaussian distribution.

Here we mathematically prove the following

theorem, which states that the main axis, or the

first principal component found by PCA on a strip
line with the uniformly distributed pixels is also

its main axis, which thus justifies the direct usage

of local PCA for strip line detection.

Theorem 2.1. The first principal component ob-
tained by PCA on a strip line with uniformly dis-
tributed pixels is its main axis.

Proof. Without loss of generality, assume pixel

distribution being bivariate uniform, symmetrical

with being Uð�m;mÞ and Uð�n; nÞ on x and y
direction respectively, as shown in Fig. 3.

Let the first principal component pass through

origin ½0; 0�T and in the direction ½cos h; sin h�T.
Denote any pixel s ¼ ½x; y�T. Transformation via

the first principal component results in

~ss ¼ ½cos h; sin h�½x; y�T ¼ x cos h þ y sin h: ð1Þ

This implies the reconstructed signal ŝs is

ŝs ¼ ½cos h; sin h�T~ss ¼ x cos2 h þ y cos h sin h
y sin2 h þ x cos h sin h

� �
:

ð2Þ

MSE of the reconstructed data is

e ¼ ðŝs� sÞTðŝs� sÞ
¼ x2 sin2 h þ y2 cos2 h � 2xy cos h sin h: ð3Þ

Take expectation of (3) over all the reconstructed

pixels. The expected MSE is
θ

xsin(θ)  ycos(θ)=0

x

y

(0,0)

_

Fig. 3. Uniform distribution of line pixels.
E ¼ Esfðŝs� sÞTðŝs� sÞg

¼ Ex;yfx2 sin2 h þ y2 cos2 h � 2xy cos h sin hg

¼ sin2 hVarðxÞ þ cos2 hVarðyÞ

¼ m2

3
� ðm2 � n2Þ

3
cos2 h: ð4Þ

As long as m > n, expected MSE of the recon-
structed data equation (4) is minimized when

cos2 h ¼ 1, which implies that the first principal

component is the x-axis, or the main axis of the

strip line. �
3. An algorithm for RPCL-based local PCA

Local PCA can be implemented in several ways.

One direct way is to make clustering or estimate

a gaussian mixture in the first step and then to

perform PCA on each cluster or gaussian in the

second step (Kambhatla and Leen, 1997). A better

way is to make the two steps coordinately such

that the first step and the second step are per-

formed alternatively (Xu, 1994; Hinton et al.,
1995; Tipping and Bishop, 1999). Moreover, in-

stead of using the full covariance matrix, each

covariance matrix is represented either in a con-

strained covariance matrix in term of the principal

component and the noise variance (Hinton et al.,

1995; Tipping and Bishop, 1999) or an equivalent

way that directly considers each principal compo-

nent and the noise variance in a reconstruction
cost (Xu, 1994). They are more preferred especially

in the case of small sample size, since the free para-

meters to be estimated are considerably reduced.

An adaptive algorithm on how to estimate each

principal component is given by Xu (1998) via

combining RPCL learning (Xu et al., 1993) and

Oja rule. Also, with the help of the RPCL learning

a clustering approach was proposed for detecting
curve (Xu et al., 1993), which performs exactly

local PCA in the 2-dimensional case, but becomes

local minor principal analysis (MCA) in high-

dimensional case. Recently, an improved RPCL

learning based local PCA approach was proposed

by Xu (2001).
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As preliminarily described by Xu et al. (1993), a

salient advantage of RPCL learning is being able

to automatically determine the number of clusters

(lines) during learning its parameters, as compared

with the maximum likelihood learning that does

not have the model selection ability. Thus, we
choose the RPCL learning based local PCA in

(Xu, 2001) for the strip line detection task.

The key idea behind RPCL is that for each

sample point, not only the winner cluster center is

pulled toward the point, but also the rival (2nd win-

ner) one is pushed slightly away from it. Mathe-

matically, it consists of the following two steps (Xu

et al., 1993; Xu, 1998):

Step 1: For the sample xt, find the winner cluster

center ic and the rival one ir as

ic ¼ arg min
i

cidiðxtÞ;

ir ¼ arg min
i 6¼ic

cidiðxtÞ;
ð5Þ

where ci ¼ ni=
Pk

j¼1 nj and ni denotes the

cumulative times of the cluster i being win-
ner, and diðxtÞ denotes distance between

sample xt and cluster i.
Step 2:

hnew
ic

¼ hold
ic

� gcrhic dicðxtÞ; ð6Þ

hnew
ir

¼ hold
ir

þ grrhir dirðxtÞ; ð7Þ

where hi denotes the parameter under

consideration, e.g., the cluster center,

rhi diðxtÞ denotes the derivative of diðxtÞ
with respect to hi, and the learning rate
gc � de-learning rate gr.

When the pre-set cluster number is greater than

the true one, learning via RPCL will not only

possess model selection ability via pushing the re-

dundant cluster centers far away from the data,

but also avoid the so-called dead unit problem for

clustering due to the introduced conscience and de-
learning mechanism (Desieno, 1988; Xu et al.,

1993).

Consider the gaussian mixture model

pðxjhÞ ¼
Xk

i¼1

aiGðxjli;RiÞ; ð8Þ
where ai > 0,
Pk

i¼1 ai ¼ 1, Gðxjli;RiÞ denotes a

gaussian density with mean vector li and covari-

ance matrix Ri. In this case, diðxtÞ in the above step

1 is specifically given by the following general

distance matrix (Xu, 2001):

diðxtÞ ¼ � ln½Gðxtjli;RiÞai�: ð9Þ

For the task of strip line detection and thinning

where only the first principal component is under

consideration, we consider a special case of the

elliptic RPCL algorithm (Xu, 2001) by focusing

on a covariance matrix as follows:

Ri ¼ 1iI þ ri/i/
T
i ; ð10Þ

where /T
i /i ¼ 1, 1i > 0, ri > 0, and the first prin-

cipal component is /i.

By such a setting, the parameters to be deter-

mined for the local PCA model become H ¼
fai; li;/i; ri; 1igki¼1. Specifically, the gradients of

diðxtÞ with respective to H in the above step 2 have
the following detailed forms:

rai ¼ �1=ai;rli ¼ �ei;t; ð11Þ

r1i ¼ 0:5TrðRiÞ�1ðI � SiðRiÞ�1Þ; ð12Þ

rri ¼ 0:5/T
i ðRiÞ�1ðI � SiðRiÞ�1Þ/i; ð13Þ

r/i
¼ riðRiÞ�1ðI � SiðRiÞ�1Þ/i; ð14Þ

where Si ¼ ei;teTi;t with ei;t ¼ xt � li, 1i ¼ e.i and

ri ¼ exi can be introduced to constrain 1i > 0 and

ri > 0 respectively, and the constraints
Pk

i¼1 ai ¼ 1

and /T
i /i ¼ 1 can be satisfied via no more than one

step of normalization.
4. Simulations

We present four experiments to illustrate the
RPCL-based local PCA for strip line detection and

thinning. The first experiment aims to illustrate the

model selection ability of the RPCL-based local

PCA, the second one to demonstrate the strip line

thinning, the third one to demonstrate the strip

line detection, and last one to illustrate how the
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RPCL-based local PCA can be used to aid the

container recognition.

4.1. On model selection

This experiment aims to illustrate the impor-
tance of model selection for the strip line detection

and thinning. We base our comparison on two

algorithms. They are respectively the maximum

likelihood learning based local PCA algorithm

(Tipping and Bishop, 1999) and the RPCL-based

local PCA. The original image is extracted from an

image of striped shirt (McCafferty, 1990, Fig.

9.25(a)). For both local PCA algorithms, we ini-
tialize the same set of 8 cluster centers.

Figs. 4 and 5 respectively illustrate the line de-

tection results of the maximum likelihood learning

based local PCA and RPCL-based local PCA.

Without model selection, the maximum likelihood

learning based local PCA cannot drive the redun-

dant cluster centers away. Consequently, not only

the 6 lines in the original image are incorrectly
detected as 8, but also the position of the 2 lines

are misplaced. On the other hand, pushing force

on the rival resulted from the de-learning of the

RPCL learning can be traced from the paths of the

redundant cluster centers in Fig. 5. As a result,

the RPCL-based local PCA succeeds in line de-

tection via an efficient model selection ability.
Fig. 4. ML-based local PCA with wrong number of clusters.
4.2. On strip lines detection

This simulation aims at comparing the effec-

tiveness of RPCL-based local PCA and Hough

transform for strip line detection. The effectiveness

performance of the RHT is similar on such a task.

Fig. 6 shows the original image taken in the cam-
pus. The image threshold is set according to the

grey-level histogram approach (Otsu, 1979). Here

we use Hough transform in two ways for compar-

ison, i.e., first directly on the image and then with

preprocessing by edge detection. We initialize 10

random cluster centers for the RPCL-based local

PCA algorithm at the beginning of the simulation.

Results by Hough transform without edge de-
tection are shown in Figs. 8 and 11. The 10 ‘‘peaks’’

in Fig. 11 correspond to the 10 lines in Fig. 8,

which is inconsistent with the original seven strip

lines. Results of Hough transform after edge
Fig. 6. The original real image.
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detection are shown in Figs. 9, 10 and 12 respec-

tively. The 14 ‘‘peaks’’ in Fig. 12 correspond to the

14 lines in Fig. 10, from which it is also hard to

obtain the seven original strip lines. The results

can be compared with the successful one by

RPCL-based local PCA shown in Fig. 7.
Fig. 8. Result by Hough transform.

Fig. 11. ‘‘Peaks’’ of Hough transform without edge detection.

Fig. 9. Resulted image via edge detection.

Fig. 10. Result by Hough transform.

Fig. 7. Result by RPCL-based local PCA.

Fig. 12. ‘‘Peaks’’ of Hough transform after edge detection.
4.3. On strip lines thinning

This experiment compares the performance of

RPCL-based local PCA and conventional thinning



Fig. 15. Result by RPCL-based local PCA.

Z.-Y. Liu et al. / Pattern Recognition Letters 24 (2003) 2335–2344 2341
algorithm (Davies and Plummer, 1981) on strip

lines thinning when image is affected by uniform

background noise, as the table image shown in Fig.

13, or is blurred due to scanning, as the Chinese

characters shown in Fig. 17.

Result of thinning for the table by the conven-
tional approach is shown in Fig. 14 and that by the

RPCL-based local PCA in Figs. 15 and 16. On the

other hand, result of thinning for the Chinese

characters by the conventional approach is shown

in Figs. 17 and 18 and that by the RPCL-based

local PCA in Figs. 19 and 20.

From Fig. 16 we can see that the RPCL-based

local PCA not only can outline the main skeleton
of the original table image, but also remove the

background noise. On the contrary, as shown in
Fig. 13. Original table image with background noise.

Fig. 14. Result by thinning algorithm.

Fig. 16. Skeleton by RPCL-based local PCA.

Fig. 17. Original blurred Chinese character image.
Fig. 14, the conventional pixel-by-pixel thinning
approach cannot remove the background. Also,

when the skeleton of Chinese characters is blurred

as shown in Fig. 17, the conventional thinning al-

gorithm cannot obtain the main axis viamagnifying



Fig. 20. Skeleton by RPCL-based local PCA.

Fig. 21. The original container image.

Fig. 18. Result by thinning algorithm.

Fig. 19. Result by RPCL-based local PCA.

Fig. 22. Pre-processed image.
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its distorted outliers. This can be contrasted with
the success by RPCL-based local PCA by captur-

ing its main structure as shown in Fig. 20.

4.4. On container recognition

Automatic container recognition system is very

useful for customs or logistic management. Here

we illustrate how the RPCL-based local PCA can
be employed in such a system.

Container recognition is usually based on the

captured container number located at the back of
the container. For example, the container in Fig.

21 can be recognized by the number ‘‘OCLU

1522770’’. The whole process can be roughly

broken down into two subtasks. The first one in-

volves locating and extracting a rectangular area

of the raw image that contains the number, and
the second one concerns actually recognizing the

number via some image processing and pattern

recognition techniques.

Using the container in Fig. 21 as an example,

we first preprocess the image by sharpening, ero-

sion, and threshold, with the resulted image shown

in Fig. 22. For the first subtask, we adopt the

RPCL-based local PCA to roughly locate the



Fig. 23. Four detected strip lines.

Fig. 24. Detected interesting area.
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container number via detecting several (four in this
example) standard strip lines as shown in Fig. 23.

Based on the lowest detected strip line (the dashed

one in Fig. 23), area with roughly a rectangular

shape as shown in Fig. 24 can be extracted from

the raw image. Then, the number can be subse-

quently recognized using some other popular image

processing and pattern recognition techniques.
5. Conclusions and future work

In this paper, we introduce how the RPCL-

based local PCA model can be novelly applied to
two traditional image processing tasks, i.e., strip

lines detection and thinning, respectively. In par-

ticular, its model selection property is beneficial

for automatically determining the line number and

its noise resistance property is helpful for thinning.

Because the focus of this paper is on the study
of linear structure, future research effort may be

directed to its nonlinear extension.
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